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ABSTRACT

Series elastic actuators (SEAs) are becoming an elemental building block in collaborative
robotic systems. They introduce an elastic element between the mechanical drive and the
end-effector, making otherwise rigid structures compliant when in contact with humans.
Topologically, SEAs are more amenable to accurate force control than classical actuation
techniques, as the elastic element may be used to provide a direct force estimate. The
compliant nature of SEAs provides the potential to be applied in robot-aided rehabilitation.

This thesis proposes the design of a novel SEA to be used in robot-aided
musculoskeletal rehabilitation. An active disturbance rejection controller is derived and
experimentally validated and multiobjective optimization is executed to tune the controller
for best performance in human-machine interaction. This thesis also evaluates the
constrained workspaces for individuals experiencing upper-limb musculoskeletal disorders.
This evaluation can be used as a tool to determine the kinematic structure of devices centred
around the novel SEA.
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Chapter 1

Introduction

1.1 Introduction

HE RISE of collaborative robotic systems is leading to a paradigm shift in robotics.
T The robotic systems of today are moving away from confined industrial settings and
making their way into more complex environments, such as homes or hospitals, to work
alongside humans to complement our natural capabilities. This shift introduces a number
of challenges with regard to the safety of human-robot interaction. Anytime there is a
possibility for a human to come in close proximity to a robot, the number one condition for
the choice of actuation method should depend solely on safety [1]. There is a growing
need for high-performance actuators with respect to safety in a multitude of fields as
human-robot interaction has become more prominent, deriving from efforts to increase
productivity, efficiency, safety, and convenience to the general public. Potential fields for
compliant actuators include haptics, manufacturing, shipping, automotive, retail, service,
and in the medical field for uses such as rehabilitation or surgery.

The main issue around human-machine interaction is safety. Whenever a machine is
interacting with, or in close proximity to, any human operator or bystander, a potential
collision always exists. From an engineering standpoint, it is paramount that the devices
used to interact with humans are reliable, stable, and safe. Traditional manipulators or
devices used to convert electrical to mechanical energy are generally optimized around
maximizing the payload of the device. To this end, the large accelerations and torques
generated by these devices can be extremely harmful to humans. Without proper torque
feedback, a collision with a human operator could go undetected and be disastrous. To
mitigate this issue, traditional devices have been closed off to humans and confined to strict
industrial workcells or academic settings. Lately, the cost of robotic manipulators and
devices have dropped drastically, payload capabilities have been increasing, and the process
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of programming has been simplified. This shift from bulky, complicated systems to devices
fit to be used by commonplace individuals brings forth the opportunity of small and medium
sized companies to take advantage of process automation. However, small and medium
sized companies may not be able to accommodate for rigid workcells or assembly lines, and
may have applications that benefit from a more intimate collaboration between the devices
and the operators. An example of this type of application may include simple sorting tasks,
pick and place tasks, packaging, shipping, and many more. In fact, collaborative robotic
systems can be applied to medical applications such as robotic surgery, robotic prosthetics,

and, the focal-point throughout this thesis, robot-assisted rehabilitation.

1.2 Robot-Assisted Rehabilitation

There is a growing need for novel therapeutic techniques focused on the recovery of
upper-limb functionality in individuals experiencing musculoskeletal disorders (MSDs)
[2]. MSDs typically result from excessive (i.e., chronic or acute) physical loading on
tissues and joints. Physical impairment of the motor system, such as in the cases of stroke
and cerebral palsy, can also be classified and rehabilitated in a similar manner as many
MSDs [3]. These disorders are best characterized by changes in reflex excitability, muscle
tone, and restricted range of motion, all leading to difficulties in performing voluntary
movements [4,5]. Only approximately 50% of stroke patients regain full motor function of
their upper limbs, suggesting the need for further advancement in upper-limb rehabilitation
modalities [2].

The onset for upper-limb MSDs can stem from a variety of sources, ranging anywhere
from short-term overexertion to long-term ergonomics. These disorders can result in lost
time at work and can be painful and prevalent and, at times, these disorders may have a
lifetime effect on the individual. The workforce in Canada is aging and the average age
of working individuals is likely going to continue increasing for the foreseeable future,
potentially contributing to a greater proportion of the disability burden due to workplace
injury [6]. This additional burden on the health care system can lead to delays. A delay
in receiving treatment after an injury can lead to severely adverse long-term effects on the
recovery progress of the patient. Bruder, et al. emphasize in [7] that starting rehabilitative
exercise early, when combined with a shorter immobilization period, is more effective than
starting exercise after a longer immobilization period. Mitigation for upper-limb MSDs is
delivered through physical rehabilitation, where, conventionally, the patient would go to a
clinic or hospital to perform a series of repeated tasks under the supervision of a trained

clinician. The entire rehabilitation process can take upwards of months of regular sessions
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for severe cases of chronic upper-limb MSD’s [8]. This is extremely taxing to both the
patient and the clinician, and although there have been advances in ergonomic treatment
and the health care system, there has been a paradoxical increase in MSD disability since
1950 [9].

An alternative approach to clinic-based rehabilitation that has emerged with rapid
advancements in technology allows patients to receive regular treatments through
physically interactive devices in the comfort of their own home. This is known as in-home
rehabilitation, where patients are able to perform clinically-recommended exercises using
specialized devices without having to be physically present at a health-care centre [10].
The devices designed for home-based rehabilitation are intended to improve the quality of
physical rehabilitation, alleviate the labour-intensive aspects, and increase the efficiency of
therapists [11].

Recent advances in robotics have introduced compelling new strategies to enhance
recovery from upper-limb disability. Two main paradigms that have been gaining attention
are assistive and rehabilitation robotics. One may argue that the ultimate goal of an assistive
robot is to fully compensate for disability due to a given pathological condition and improve
independence in social settings [12]. These technologies intend to allow individuals to
accomplish activities of daily living that would otherwise be difficult or impossible to
perform, using for example a manipulator arm [13-16]. With this approach, the patient
controls the manipulator using a joystick or force feedback device and may interact with a
variety of environments and other individuals via a teleoperation scheme.

Alternatively, one may discern rehabilitation robots as those helping therapists facilitate
functional motor recovery of individuals with physical disabilities [17, 18]. Rehabilitation
robots are typically designed for functional training, relearning, and reactivating residual
motor function while preventing secondary complications such as muscle atrophy [19].
Although some symptoms of MSDs are permanent, studies have documented positive
effects of robotic-assisted functional training in improving motor function of individuals
living with cerebral palsy [20], and post-stroke movement impairments [11]. In the case
of post-stroke therapy, robot-assisted therapy has demonstrated short-term reduction in
motor impairment when compared to conventional rehabilitation therapy, such as muscle
activation and speed of movement [21].

In the near future, it will be possible to combine robot-assistive therapeutic techniques
with in-home rehabilitation regimes, allowing individuals to receive quality rehabilitation
from within the comfort of their own homes. In-home rehabilitation can be pivotal for those
yearning for a familiar environment, potentially decreasing recovery time [22]. In addition

to this advantage, it is possible to design specialized devices with kinematic structures
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Operating Modes

@) ©)

I/
Device Mode: (1) Free Motion
Measure Ranges
Minimal Effort

Figure 1.1: Rehabilitation timeline with device requirements to aid in the three final stages:
evaluation, assistive, and resistive rehabilitation.

tailored to each individual and their specific rehabilitation requirements. By giving the
patient access to these devices, the patient has the ability to receive more frequent training
sessions, which would be especially useful in cases where high-dosage therapy is not

feasible due to limited access of conventional therapy programs [23].

1.3 Devices Designed for Human-Machine Interaction

Devices designed for human-machine interaction with applications in robot-assistive
rehabilitation must be versatile enough to take the form of a range of rehabilitation
technologies currently in practice at clinics, from mimicking a simple elastic band to
providing precise assistance in completing a complex movement. There have been
a number of attempts to fully optimize the ability of a robotic device to provide
the performance requirements mimicking conventional rehabilitation devices. Some
of the characteristics expected from these devices include force bandwidth, efficiency,
transparency, range of motion, size, weight, controllability, and patient comfort.

The rehabilitation devices must satisfy three major operating modes that are coupled to
different stages of rehabilitation as shown in Fig. 1.1. The first mode entails that the device
has to be able to become fully compliant at a moment’s notice, allowing the patient to move
the device freely with little effort [24], allowing the device to measure the range of motion
(ROM) of the patient’s joints. This is known as a device’s transparency, where a high
transparency is mapped to low effort of manipulation of the device. The second operating
mode is patient assistance. This is the stage of rehabilitation in which a patient is unable to

achieve a full range of motion about a single or multiple joints due to an impeding inability
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to perform coordinated motion due to a MSD. The actuator must provide a reasonable
amount of energy to assist the patient in accomplishing a particular task that they would
otherwise not be able to complete on their own. This means that the actuator must introduce
energy in the system (typically through electro-mechanical means) and be transferred to the
patient. The third mode is the resistive mode: once the patient has regained their full range
of motion, the injured area must then be strengthened back to as close to the pre-injured
state as possible [25]. This requires the device to oppose the motion provided by the patient
and dissipate the applied energy in a safe and controlled manner, as well as possess the
ability to increase in difficulty as the patient’s progress improves [2].

Upper-limb rehabilitation devices for home use can be generalized into two main
categories, wearable orthopedic devices and fixed, end-effector based orthopedic devices.
Wearable orthopedic devices are mounted externally by the individual receiving treatment,
and, therefore, require additional safety measures. According to Veale and Xie [26], the
important performance requirements are compliance, high specific power and force, speed,
the ability to mimic natural motion, infinitely variable backdrivability, ease of control,
and efficiency. They also emphasize that the key physical requirements for upper-limb
orthopedic devices include low mass, slim form, low cost, modularity, environmental
compatibility, quietness, and ranges of motion tailored to humans. Fixed devices are
generally end-effector based, in which the patient manipulates the last link of the system
along a desired trajectory complementing their rehabilitation regime. Fixed orthopedic
devices have the same performance requirements as their wearable counterparts, however,
they are much simpler to design due to the exclusion of some physical requirements such
as low mass and slim form. By using desktop-based devices, the patient does not have to
bear the additional burden of the weight of an entire mechanical system intended to assist
them. In some cases, both branches are mixed to provide wearable devices that are rigidly
fixed to a surface to provide support for the weight of the system [27, 28].

Actuators designed to be used in devices for the purpose of upper-limb rehabilitation
should encompass the ability to perform the aforementioned rehabilitation exercises:
active, passive, and compliant. In order to achieve these modes, the actuator should contain

the following elements:

e Active Element: Active elements in the form of a pneumatic, hydraulic, or electro-
mechanical system are necessary to perform assistive rehabilitation as they introduce

mechanical energy;

e Force or Torque Sensing Capabilities: Devices interacting with humans must

possess the ability to measure the interaction force with the user to ensure safety
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and stability;

e Passive Element: Although active elements can be used to resist motion in a device,
passive elements are an optimal alternative as they are inherently stable and have a

higher torque-to-mass ratio;

e Multimodality: A switching mechanism allows switching between the differing

modalities based on the desired phase of rehabilitation; and

e Encoders/Positional Measurement Devices: Devices used for rehabilitation need to

have the ability to track the range of motion a patient is able to achieve.

1.4 Active Actuation Sources

To add any amount of energy to a rehabilitation device, an active element must be present.
The active element assists a patient in completing a controlled movement or by applying a
range of forces to the user. Here, a variety of active actuation methods used in rehabilitation

robotics are discussed and their advantages and shortcomings are compared.

Pneumatic Actuators

Pneumatic actuators use compressed gasses to create mechanical motion. The main
advantage of pneumatic actuators include high power-to-weight ratio, mechanical
compliance because of the inherent compliance of air, and force controllability [29].
Pneumatic actuators can provide a generous range of motion, with inertia and force-
generating capacity matching well with a human arm [30, 31]. Pneumatic actuators are
also backdrivable, have low mass, and low cost [26]. These conditions allow complex,
multi degree-of-freedom (DOF) devices to be realized in a relatively small and lightweight
package - making them suitable for wearable rehabilitation devices [32-34].

The largest drawbacks of pneumatic systems are the sources of compressed air and
efficiency. The efficiency of a pneumatic system is only 20% than that of a hydraulic or
electrical system [35]. Nonlinearities in both force and airflow dynamics in pneumatic
systems contribute to difficulties in controlling these actuators [36] making them more

challenging for use in applications requiring precision.

Hydraulic Actuators

Hydraulic actuators create mechanical motion from fluids. Hydraulic actuators can
generate the largest amount of force compared to the other active actuation methods
6



presented in this section, with the drawback of having to include a power source in the
design, limiting mobility [26]. There are some exceptions to this condition, for example
the system in [37] can provide up to 89 Nm of torque in a package that weighs 4.5 kg. There
are other devices that come in a relatively small package, however, they typically involve
only a single joint movement. Hydraulic actuators for upper limb-rehabilitation typically
target the flexion and extension of the elbow [38—40] with the main goal of providing
biomimetic joint stiffnesses in single [41], and multi-joint [42] arm movements [40]. Other
advantages of hydraulic actuators include smooth movements, no backlash, and good
position tracking [43]. Some devices even take advantage of healthy joints to provide
a means of energy to assist an injured joint through a process called bimanual or self-
assist therapy [39]. Hydraulic actuation techniques have also been designed specifically
for in-home upper-limb rehabilitation [44]. Aside from mobility issues, another drawback
of hydraulic actuators includes power efficiency due to pressure differences in hydraulic
valves. Efficiency on the order of approximately 14% is relatively standard for various

hydraulic mechanisms [45].

Electric Actuators

Electric actuators are essentially electric motors (typically DC) coupled with peripherals
such as gearboxes and/or angular displacement encoders. Electric actuators are classically
used in robotic applications due to their controllability and relatively high torque to volume
ratio. Compared to hydraulic or pneumatic actuators, electric actuators do not need an
external pumping mechanism to create motion, reducing the overall size and response times
required for the device. Electric actuators also have an efficiency that is much larger than
that of hydraulic and pneumatic actuators, allowing some upper-limb rehabilitation devices
to be portable [46] and, therefore, ideal for delivering home-based rehabilitation.

Some of the major pitfalls of electric actuators include low backdrivability due to
high-reduction gearboxes. These gearboxes and transmission systems also attribute to the
overall mass and noise of the actuator. A standalone motor-gearbox pair, like any active
transmission systems, can be dangerous if directly coupled to a human for the purpose of
rehabilitation. Electric actuators are the least biomimetic active sources discussed in this
section and, therefore, require an additional compliant component to make them suitable

for upper-limb rehabilitation.



1.5 Series Elastic Actuators

The addition of an elastic element to an actuator may not be intuitive, but with it comes
a plethora of advantages over rigidly-coupled actuation topologies. Pratt and Williamson
originally created the series elastic actuator in 1995 to improve shock tolerances, force
control, stability, efficiency, and inertial characteristics of traditional electric motors [47].
Since then, elastic actuators have proved to be an excellent foundation for rehabilitative
devices as they also allow for decoupled actuator inertia, reduced frictional effects,
improved safety, and impact resistance as well as energy storage in the elastic element [48].
Additionally, elastic actuators under closed-loop force control can achieve good force
bandwidth with a low output impedance [49]. Traditionally, collaborative robots implement
force sensors at one or more joints, however, these sensors are expensive and rely on
software to guarantee compliance [48, 50, 51]. By measuring the deflection of a spring
element in an elastic actuator, precise end-effector force/torque control can be achieved
[52-54]. This is desirable when considering actuators for in-home musculoskeletal
rehabilitation devices as it creates a low-cost way of measuring patient performance without
having to include a force sensor. One of the main intentions of SEAs with regards to
rehabilitation is to mimic the elastic properties of the human musculoskeletal system.
SEAs have become increasingly complex to better tailor applications in human-machine
interaction. The tight constraints around maintaining operator safety in actuator design
have produced a number of various actuation topologies that incorporate combinations of
active and passive devices.

SEAs are the most common type of elastic actuators used in rehabilitation devices.
Fig. 1.2 demonstrates various elastic actuator topologies used in the literature. A SEA
is comprised of a single or multiple elastic elements between an actuator’s active input
and the output shaft. The actuators can be rotational or linear [55] and use any of
the aforementioned active means of producing energy [56]. Elastic actuators have the
advantage of providing a means of backdrivability and compliance to an otherwise rigid
mechanical system. Purposely introducing a mode of compliance to the actuator decouples
the inertia of a geared motor from the inertia of the output link, significantly improving the
safety of the actuator to the user [1,57]. Ideally, the spring chosen for an elastic actuator is
linear with an infinite range of motion. If this were the case, spring stiffness would not play
arole on the capabilities of SEAs. However, realistically, the chosen elasticity of the spring
must depend on the resolution of the torque output and the magnitude of the maximum
permissible torque [58] to ensure the spring is operating within its linear range. Therefore,

careful consideration must be taken in the spring design for a SEA [59-61].
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Figure 1.2: Schematic of actuator topologies: Label M represents a motor assembly, B

represents a braking mechanism, C represents a clutching mechanism, and D represents a

differential. Coils represent elastic elements and the black circles represent the output.

The most basic version of an elastic actuator is shown in Fig. 1.2(a), which is a
controllable brake in series with an elastic element. This topology demonstrates the basis of
all elastic actuators: by controlling the amount of energy stored in the elastic element, one
can effectively control the forces at the output [62]. The actuator is strictly passive in this
arrangement, where energy is either dissipated by the brake or stored in the spring. In order
to achieve a greater range of forces, an active element is introduced in place of the passive
element as outlined in Fig. 1.2(b). This arrangement has a motor in series with an elastic
component and was originally designed to partially decouple the end-effector dynamics
to that of the motor, improve shock tolerances, force control, stability, and efficiency, as
compared to a rigidly connected motor. The main drawback is a reduced zero motion force
bandwidth [47]. This arrangement is the most widely used in the literature to date with
respect to robot-assisted rehabilitation [47,49,52,54,55,58,63-67].

Some devices make use of multiple elastic elements for the purpose of having a broader
range of controllable torques. Others make use of a spring with a low stiffness for more
precise force control at a lower force range but have the ability to manage high force
impacts using a secondary spring with a larger stiffness [66]. These higher-stiffness
secondary springs are generally used as torque limiters, a redundancy to improve safety

of devices to be used in home-based rehabilitation [51].



1.5.1 Hybrid Elastic Actuators

In order to improve torque control, torque range, bandwidth, and safety, SEAs are currently
migrating to topologies that combine multiple active and passive devices embedded in the
same actuator [53,59,68-71]. Hybrid elastic actuators are defined as actuators containing
two or more controllable elements. Since the introduction of elastic actuators, Conti,
et al. [53] improved efficiency and safety by including a controllable brake in addition
to the motor, similar to the topology in Fig. 1.2(c). Bridging passive elements such as
controllable brakes with elastic actuators provides another means of not only controlling
the output force, but also the stored force within the actuator, significantly reducing the
total power required to complete a movement [53]. This gives elastic actuators the ability
to switch between active and passive modes, making them suitable for rehabilitation of
musculoskeletal disorders. In an alternative arrangement shown in Fig. 1.2(d) [59], the
brake and motor positions are swapped to increase the amount of output impedance,
thereby, increasing the ability of the actuator to resist a patient’s motion.

In addition to this improvement, physically dissipative damping of brakes in hybrid
actuators have been reported to be more stable in the event of significant noise and phase
lag. This improvement allowed elastic actuators to be better implemented into medical

devices where both passive and active actuation approaches are desirable.

1.5.2 Parallel Elastic Actuators

Parallel elastic actuators are a subset of elastic actuators where the spring is located in
parallel with an active or passive device, sharing a common output. In some circumstances,
motion in humans is better represented by the addition of a parallel spring, similar to the
arrangement shown in Fig. 1.2(e) [72]. The parallel spring allows for a more fluid and
efficient energy transfer on repetitive motion tasks, especially when a limb is frequently
halted and re-accelerated [73]. The spring connected in parallel limits the range of motion
and hinders the ability to accommodate some phases of motion in which rapid stopping is
necessary [74]. A solution to this issue proposed in [74] introduces a clutch to the elastic
actuator as shown in Fig. 1.2(f). Parallel elastic elements have advantages with regard
to torque control and efficiency in human-robot interactive devices by storing otherwise
wasted energy in the springs [72,75,76]. Efficiency savings on the order of 80% have been
documented while reducing the maximum torque requirement of the active element in an
actuator by up to 66% [74].
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1.5.3 Multimodality

One of the conditions for the design of a device to be used in robot-assisted rehabilitation
is the ability of a device to switch between modes. Further, the ideal device should be able
to switch modalities on the fly, ensuring that the actuator can become compliant no matter
the current state. A suitable device able to achieve switching can come in the form of a
clutch. The addition of a clutch adds a mode of safety and is an important parameter with
respect to actuators for upper-limb rehabilitation, as the clutch is the main mechanism that
can select the type of exercise the patient experiences. The clutch can also decouple the
patient from the active element, increasing overall safety. As well, the clutch allows the
actuator to accommodate differing phases of motion by introducing nonlinearities to the

system, improving biomimicry in multi-joint motion tasks [74].

1.5.4 Clutched Elastic Actuators

A clutch is traditionally defined as a device that has two states: one state allows the two
bodies of the clutch to rotate independently, the other state locks the two bodies together
such that the relative velocity is zero [77]. A clutch allows the actuator to engage or
disengage an elastic element. Rouse, et al. [68] adapted this concept towards SEAs (Fig.
1.2(g)) with the main advantage of tuning the actuator’s compliance using a series clutch to
improve biomimicry and efficiency [68]. In fact, it has been shown that the force resolution
of an actuator increases exponentially with the number of clutches and springs involved
[78]. A recent approach, depicted in Fig. 1.2(h), makes use of a bi-directional clutched
parallel elastic actuator that uses a differential spring-brake mechanism to decrease energy
consumption and to control the energy stored in the elastic element [76].

Depending on the rehabilitation requirements for each individual, there is a need to
switch between motor functions for dynamic robotic systems to improve their behavioral
diversity [79]. Clutching mechanisms direct the energy flow in an actuator. In some cases,
an actuator’s clutch is used to couple parallel springs to the drive train. In the context of
safety, an actuator should release any stored energy if a collision is detected. This is where a
classical SEA with a low bandwidth falls short as it may not be able to dissipate the energy
stored in the elastic element quickly. To mitigate this behavior, elastic actuators can make
use of a standard clutch to control the energy stored in the elastic element and provide a
means of quickly releasing the stored energy [78].

A recent study was done that relates the functionality of an actuator with the number
of springs and clutches the actuator contains, determining that the torque bandwidth of

an actuator increased exponentially with the number of clutches and springs involved

11



[78]. This review also touched on the advantages of using three-body differentials in
elastic actuators, but further development is required to introduce them into robotic
applications. Although differential clutches have been used in hybrid actuators [80],

integrating differentials to elastic actuators has been a work in progress.

1.6 Proposed Series Elastic Actuator

In this thesis, the Differentially-Clutched Series Elastic Actuator (DC-SEA) is introduced.
The DC-SEA makes use of a differential clutch paired with an elastic-coupled DC motor
and a magnetic particle brake as shown in Fig. 1.2(i). Although differential clutches have
been used in hybrid actuators [80], integrating differentials to elastic actuators has not been
done. The main goal of the motor and brake working in tandem is to have the ability to
couple the user shaft to a small-packaged motor with a high gear ratio, inevitably creating a
slower response time, but maintaining the ability to completely decouple the user from
the motor/spring pair in the event of an emergency. This provides two independently
controlled mechanisms of safely decreasing the amount of energy either by using the motor
to decompress the spring or by disengaging the brake, allowing for different operating
modes as shown in Fig. 1.2.

In the DC-SEA topology, when a relatively high-gear ratio motor is powered off, this
creates a pseudo-ground on one side of the elastic element creating a mode equivalent to
that shown in Fig. 1.2(a). When the brake is fully engaged, the differential acts as a clutch
between the output shaft and the motor-spring mechanism taking the form of Fig. 1.2(b).
As opposed to traditional clutches such as those used in automobiles, the differential clutch
can be used to continuously control the amount of force transferred between the output and
the motor-spring assembly through the use of the magnetic particle brake, which can be
considered to operate as a variable damper. The latter is able to fully recreate the functions

of Fig. 1.2(g) and partially encompasses the capabilities of Fig. 1.2(c), (d), (f), and (h).

1.7 Series Elastic Actuator Torque Control

Certainly, the inherent advantages introduced by SEAs do not come without a cost. The
nonlinear stiffness and potential backlash of the elastic element pose a challenging control
issue in which classical force control methods may not be sufficient. The controller must
satisfy its intended goal and control the output torque, while respecting the most important
factor of human-machine interaction: the operator’s safety. As the number of devices

increases in an actuator, classical controllers such as a proportional-integral-derivative
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(PID) controllers containing a simple error-based approach may be insufficient for complex
output profiles. The ability of an elastic actuator to leverage inferred torque control
through deflection measurements brings forth a multitude of advantages over conventional
actuators. With this torque inference, external disturbances can be quantified and mitigated
through proper robust torque control, as compared to position or velocity control where
external disturbances result in an error value with little information about the disturbance.
In the context of human-machine interaction, the ability of an actuator to collaborate with
a human operator and recognize when a disturbance is caused by interaction with a human
is significant [24].

More complex topologies introduce new challenges on their own. They usually come
in the form of motors or brakes connected through gearboxes, belts, harmonic drives, or
cables. Unfortunately, this creates uncertainty in the form of backlash, that is, the tolerance
in the physical meshing of gear teeth in a transmission system. Since SEAs use positional
measurements to infer the torque experienced at the output, accurate torque control heavily
relies on the controller’s ability to compensate for concurrent nonlinear effects due to
backlash and nonlinear compliance of the elastic element. Current backlash compensation
techniques include dead zone functions [81, 82], exact models [83], describing functions,

and hysteresis models [84].

1.8 Objectives and Outline

The issue described in the previous section requires a controller that is robust enough to
differentiate between perturbations caused by imperfect models and external inputs to
the system [85]. Active disturbance rejection controllers (ADRCs) mitigate this issue
by encapsulating these perturbations into a common disturbance term, which can be
considered as a new state in the controller model. Active disturbance rejection control
is an error-based method used to control the behavior of a generic plant. ADRC has
the advantage of being able to compensate for disturbances to the plant compared to PID
controllers, improving robustness while maintaining relative simplicity [86]. Generally, a
PID controller is tuned for a specific operation, where the disturbance introduced to a plant
is constant or negligible. This may be sufficient for many cases, however, if the process
is sensitive to control effort or significant and/or random disturbances are experienced, a
more robust control method must be used.

Typically, ADRCs designed for SEAs are single-input single-output systems (SISO)
[54, 87]. In hybrid SEA topologies, it is common to have multiple control inputs
that relate directly to the output torque [87], making SEAs multi-input multi-output

13



(MIMO) systems. Thus, besides nonlinearities and unmodelled dynamics, SEA controllers
must also be able to handle multiple control inputs as opposed to classical single-input
controllers reported in the literature [88]. To this end, convergence in multi-input plants
with disturbance observers with mismatched disturbances is demonstrated in [89] and,
similarly, for unmodelled time-varying load-side dynamics in [90]. Stability proof of ADR
controllers for multi-input saturating plants is shown in [91], further demonstrating the
advantages of disturbance rejection controllers for the DC-SEA.

The main objectives of the research conducted in this thesis is to develop a novel type
of elastic actuator and control strategies suitable for human-machine interaction. Emphasis
is placed on designing actuators for home-based, robot-assisted rehabilitation in patients
experiencing upper-limb musculoskeletal disorders. However, the research conducted
over the course of this thesis can be used in many applications regarding human-machine
interaction. Safety of this interaction is mostly concerned with the mode of actuation and,
therefore, a new actuation approach was developed to be tailored to these applications. The

chapters in this thesis pertaining to the main objectives of this thesis are as follows:

e Chapter 2 aims to develop a framework for determining the range of motion
capabilities for individuals experiencing musculoskeletal disorders modelled through
joint constraints. This formulation can be used as a tool in designing or arranging the
optimal kinematic structure in robotic rehabilitation devices tailored to the unique

needs and joint ranges of the patient.

e Chapter 3 proposes a novel SEA designed specifically for physical human-machine
interaction. The proposed actuator focuses on the three types of actuation modalities
most commonly used in rehabilitation and aims to guarantee operator safety through

its design features.

e Chapter 4 proposes a unified torque controller for multi-input SEAs. The controller
is based on a modified active disturbance rejection control architecture that has been
combined with a backlash compensation model for mitigating nonlinearities in spring

deflection measurements.

e Chapter 5 applies a multiobjective, evolutionary algorithm optimization strategy to

determine optimal controller gains for the multi-input plant.

Finally, the conclusions and recommendations towards future developments are
highlighted in Chapter 6.
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Chapter 2

9-DOF Human Arm Model for
Workspace Evaluation with Constrained

Inverse Kinematics

2.1 Introduction

HE first step in implementing robotic assistance and rehabilitation is by assessing the
T individual’s pathological conditions. In this stage, the extent of a hindrance from
an injury or disability can be quantified and examined. A variety of assessments exist
to quantify joint movement ranges. The most common techniques quantify the velocity-
dependent response of muscles to passive stretching. One method that has been extensively
used clinically involves manually moving a limb through its range of motion and grading
the resistance encountered on a five-point ordinal scale [92]. In more sophisticated
methods, servo-controlled motors apply controlled displacements or torques to joints while
limb angle, torque, and electromyographic responses are recorded [93]. Other measures
such as range of motion of each joint achieved with and without assistance, according to
the individual’s tolerances and level of discomfort, may be included in these assessments.

Based on the identified range of each joint, a kinematic model of the upper limb can
be used to identify workspaces where the individual with a disability is able to perform
tasks and those regions in which robotic assistance is required. Robotic intervention
strategies can then be established based on an individual’s specific capabilities. Knowing
these workspaces opens up two possibilities. The first possibility concerns assistive and
cooperative telerobotics. When an individual interacts with a helper using haptic devices,

the teleoperation scheme is often implemented where position control and displacement of
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one robot is correlated to displacement of the other robot. Since the individual workspace
is different from that of the helper, motion may be scaled accordingly by normalizing the
devices’ positions to their respective workspaces [94]. Thus, tasks outside the patient’s
reach envelope can be scaled to match their feasible range of motion, allowing both
individuals to interact without posing any risk or discomfort to the individual with the
disability. The second possibility relates to rehabilitation. It is assumed that the individual
is able to move their arm in a given workspace that can be determined through the kinematic
model. Robotic assistance is only provided when they are required to move their arm in a
region they are not able to reach without assistance.

In this chapter, the strategies described above are developed and organized around
two main contributions: 1) A 9 degrees-of-freedom (DOF) kinematic model of the upper
limb is derived to evaluate the individual’s range of motion. This is achieved through
inverse differential kinematics taking into account the physical limits of each joint. 2) A
method to evaluate different workspaces according to unique internal joint constraints, as
well as external constraints on the range of motion of the user’s hand, while limiting the
individual’s motion to their feasible range. This is achieved through nonlinear mapping of
each joint angle such that the differential inverse kinematics saturates the joint velocities as
they approach their respective limits.

There are a number of kinematic models for the upper arm with 7-DOF of greater [95—
100], however, the inverse kinematic solution for the redundant models are usually achieved
by reducing the number of evaluated joints to six or less. The proposed inverse kinematic
solution finds acceptable values of all nine joints at once within a set of predetermined
constraints. To the best of the author’s knowledge, this is the first 9-DOF model of the upper
limb complex incorporating the joint limits in the formulation of its inverse kinematics.
It can be used as an invaluable tool to aid in the design of rehabilitation devices. This
chapter is organized as follows: Section 2.2 defines the 9-DOF forward kinematic model
of the human upper-limb segment. Section 2.3 introduces a novel constrained differential
inverse kinematic method for evaluation of the task-space redundant model. This method

is experimentally validated in Section 2.4.

2.2 Forward Kinematics of the Upper Limb

As a first approximation, it is a reasonable assumption to model the mechanical structure
of the human arm complex to be composed of 9-DOF. As shown in Fig. 2.1(a), it is
appropriate to schematize the human arm as a quadruple-pendulum whose segments are

the clavicle, humerus, forearm, and the hand, connected through the appropriate number of
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Figure 2.1: (a) The equivalent 9-DOF kinematic model overlaid on the upper limb complex.
(b) The equivalent zero displacement model of the upper limb complex with the modified
Denavit-Hartenberg parameters from Table 1.

revolute joints [101,102]. From a kinematic standpoint, it is convenient to single out 2-DOF
at the sternoclavicular joint to account for scapular retraction/protraction as well as scapular
elevation/depression. In a rehabilitative sense, the scapula is essential to include in the
kinematic model for cases in which the shoulder is injured [103]. A 3-DOF spherical joint
at the shoulder allows for glenohumeral medial/lateral rotation, glenohumeral adduction
and abduction, and humeral flexion/extension, 1-DOF at the elbow allowing for extension
and flexion of the forearm, and a 3-DOF spherical joint at the wrist, allowing for wrist
supination/pronation, flexion/extension, and radial/ulnar deviation. In Fig. 2.1, £y is the
acromiohumeral interval, ¢; and ¢, are the lengths of the humerus and forearm, respectively,
and /3 is the distance from the distal palmar crease to the wrist crease.

The equivalent kinematic model consisting of nine revolute links is presented in Fig.
2.1(a). A base frame xpyozo is fixed at the sternoclavicular joint. Local body frames x;y;z;,
i=1,2,...9, are fixed at the origin of link i + 1. Frame i = 10 = palm is at the centre of the
hand and corresponds to the position of the end-effector. Following the modified Denavit-
Hartenberg convention [104], axis i denotes the axis of the joint connecting link i — 1 to
link i. The angle of rotation from x;_; to x; about the axis z; is 6;. Let a;_ be the length

of link i — 1, i.e., the distance between z;_1 and z; axis along x;_1, and d; the joint distance,
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i.e., the distance between x;_; and x; along z;. Let also ¢; be the twist angle between axis

zi—1 and z; about x;_;. The transformation matrix Tﬁ_l from frame i to frame i — 1 is

COi —SQ,‘ 0 a1
Tf_l (q) _ SO, Ca;_1 CO;,Coi—; —Soi—y —So_1d; 2.1)
SO, Sa; 1 CH; Sa;_1 Coy_g Co;_1d;
0 0 0 1

where q = [0 6, ... Og]T e R2*! is the vector of joint variables and S and C represent
sin(-) and cos(-), respectively. In this section, the subscript of a vector or matrix denotes
the frame in which its components are expressed.

The Denavit-Hartenberg parameters for the 9-link mechanism to be used in Equation
(2.1) are summarized in Table 2.1. It is worth noting that the shoulder and the wrist have
spherical joints since all of their respective revolute axes intersect at a single point and thus
as,as, as, and az,ag, ag equal zero. The centre of rotation of the humerus is shifted from
the rotation axis of the scapula joint by ¢y and thus d3 = ¢y. Likewise, the end-effector
is shifted from the centre of rotation of the wrist by /3 and hence d1o = dpa;m = 3. For
the 9-DOF mechanism, it follows that the coordinates of a point ¢/ = [x; y; z; 1]7 that is

expressed in frame j, can be converted to the base frame as:

[T ()] ¢/ =TY(g)e’ 22)

:\

i=1

The x,y, z position of the end-effector in the base frame is
yz 1) =T(g)[0001]" 2.3)

with T(l)O € R*** being defined in Equation (2.2). The Cartesian position of the hand as a
function of the joint angles is now known. In order to fully specify the pose of the hand,

one must also determine its orientation in the base frame.

2.2.1 Task Space Vector Formulation

Without loss of generality, let r,; denote the element in the a'* row and b"" column of
the transformation matrix T(l)0 defined in Equation (2.2). The Cartesian position of the
palm centre is given by x(g),y(g), and z(g) referenced from the base frame xo, yo, 2o, Where
the x( axis is parallel to the line passing through the centre of rotation of both shoulder

complexes. The yq axis runs perpendicular to the face of the sternum (i.e. in front and
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Table 2.1: Modified Denavit-Hartenberg parameters for the 9-DOF upper limb model.

i Motion a;_1 o1 d; 0;
1 Scapular retraction/protraction 0 0 O 0
2 Scapular elevation/depression 0 -rm/2 0 6&+7%
3 Shoulder flexion/extension 0 /2 0;
4 Shoulder adduction/abduction 0 —x/2 0 04
5  Shoulder medial/lateral rot. 0 /2 | 05
6 Elbow flexion/extension 0 -m/2 0 06
7  Wrist ulnar/radial deviation 0 /2 I 6,
8  Wrist flexion/extension 0 -m/2 0 0s
9  Wrist pronation/supination 0 /2 0 69
10 Palm centre transform 0 0 & 0

behind the individual), and the zy axis runs above and below the individual, parallel to a
gravity vector. The individual’s orientation is defined using Euler angles, specifically by
the pitch ¢@(g) of the hand (angle with respect to xp), its roll y(g) (angle with respect to

yo), and its yaw y(g) (angle with respect to zp), which are given as:

¢(g) = tan~! <r3—2> (2.4)
1’373
y(g)=tan' | — £l (2.5)
\/(r3,2)2 +(r33)?
¥(gq) = tan™! (@) (2.6)
Il
x(q) =ri4, y(q) =14, 2(q) =134 (2.7)

The task space vector that specifies the hand’s position (x, y, z) and orientation (@, y, y) with
respect to the base frame xoyozo denoted p € R®*! can now be defined as p = xyzowyT.

2.2.2 Forward Kinematics

The direct kinematics equation specifies the relationship between the joint vector q and the

Cartesian vector p as
p=TI(q) (2.8)
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Figure 2.2: Overview of the inverse kinematics formulation with joint limits. In (a) each
curve shows the transformed joint angle 6; as a function of the new variable v; for the joint
limits given in Table 2.1. In (b) the constrained differential kinematics workflow is shown.

Analogously, the relationship between the joint velocities q and Cartesian velocities p is

obtained as
p=J(q)q (2.9)

where J(q) € R®* is the Jacobian matrix dT'(q)/dq.
It is now clear that the 9-DOF arm is kinematically redundant since the six variables

specified in Cartesian space depend each on nine independent joint space variables [105].

2.3 Constrained Differential Inverse Kinematics

The objective of the constrained differential inverse kinematics is to ensure that the
solutions found for each of the nine joint angles for a given end-effector position and
orientation fall within the physical limitations of each joint. Instead of discarding potential
solutions that do not fall within the limitations of each joint, the purpose of the constrained
differential inverse kinematics is to ensure that every solution will meet these requirements.
This is accomplished by saturating the joint angle velocities nearing the limits of each joint,

similar to natural human motion.
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To compute the posture of the upper limb when the hand follows a specific trajectory,
the inverse kinematics must guarantee that each joint stays within its physical limits. This
can be achieved through a transformation that will bring the joint angles into a new set of
variables using a function that saturates a joint angle when it approaches a given limit.

Let 6/ and Gl-l be the upper and lower limits of joint i (see Table 2.3 for numerical values
of an adult individual without disability). The function that transforms the joint variables to
the new variables v; = f(g) must be continuously increasing in the open interval (9}, 6;").
A suitable candidate for this function is the tangent function tan(6;), where 6; is linearly
mapped from (6/,6/) to (—7/2,7/2), that is:

1771

n26;,—6"—6!
vi(6;) an(2 T ) (2.10)
and whose inverse
04— 6! oY + !
C(vi) = 6i(v;) = ln ’tan_l(vi)Jr% (2.11)

is bounded to (Gil, 0;") as shown in Fig. 2.2(a) for the joint limits given in Table 2.1. This
will ensure that the joint limits will not exceed their specified limits in the formulation of
the inverse kinematics. Now, one can substitute Equation (2.11) into the forward kinematics
given in Equation (2.9) and recompute the Jacobian with respect to the new variable v =

[v; Uy --- v9]T. The new Jacobian J.(v) is calculated as dT(v)/dv, which is equivalent

to setting
[ 9x(v)  9x(v) ox(v) ]
81)1 al)z e 191)9
dy(v)  9y(v) dy(v)
oV o, dg
aaz(v) 831(1)) . 85(1))
Je(V) = | 55(0)  2p(n) aptv) | =J@)de (2.12)
oy o, e 09
dy(v) Jy(v) dy(v)
o] o d g
dy(v)  2y(v) 9y(v)
B 81)1 81)2 e 81)9 h
where the term d{ € R%*? is
[ 9Z(v) i
oo 0 0
0o %W
df = I (2.13)
. 0 0
9¢(v)
L 0 0 Jug |

The inverse solution of Equation (2.9) can now be written considering the change of
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variables and the saturation of the joint angles as
v=1J(v)p, (2.14)
where J!(v) is the damped pseudoinverse of the transformed Jacobian matrix given by
Ji(0) =Jc(0)" Je(v)Ie(v) +p1] ™! (2.15)

if the Jacobian is full rank, providing a least-squares solution with minimum norm to
Equation (2.9). In Equation (2.15), I € R®*® is an identity matrix and p € Rt << 1 is
the damping constant scalar used to avoid possible discontinuity of the pseudoinverse at a
singular configuration. In detail, this solution satisfies the condition min ||0||. Furthermore,
provided that {(v) is monotonically increasing in the open interval (Gl-l 6;"), and given that
v = f(q)4, the pseudoinverse Jacobian also satisfies min ||¢]|.

Let 0(¢) be a solution to p(r) = I'(v) relative to a desired Cartesian trajectory p(t) €

R®*!. A purely proportional control law in the form of

0 = koJ(v)[p(r) —T'(q)] (2.16)

can be shown to ensure that € = p(¢) —I'(q) — 0 and then v — DO, provided that ky > 0. It
is important to underscore that I'(q) is the forward kinematics computed with the physical
joint angles 6; calculated through the inverse transformation q = {(v) using Equation
(2.11). Obviously, the maximum tracking error € depends on P, and inversely on kg € R,
however, the steady-state error (¢ when p = 0 and ¢ — o) is zero [106]. Fig. 2.2(b)
summarizes the closed-loop differential kinematics workflow incorporating the joint limits.

Here, four remarks shall be considered before moving forward:

1. Close scrutiny of Equation (2.15) reveals that J.(v)" = J(q)TdC_l (for u = 0),
meaning that the transformation of variable acts as a gain in the velocity of joints
and stiffens those that are close to their limits.

2. The formulation in Equation (2.16) implies that the arm tends to move from an initial
point p(r =tp) to a new point p(z = ¢1) following a trajectory that minimizes the joint
velocities. In other words, the hypothesis is that trajectories are chosen to minimize

metabolic energy costs, as proved in [107, 108].

3. Because of (2), the trajectory between two points is likely to be a straight line. To
accurately represent human behaviour, point-to-point motion must be discretized into
several motion primitives.
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Figure 2.3: Experimental scenarios: (a) Scenario 1: The subject’s palm is unconstrained
and able to move freely in 3-dimensional space. (b) Scenario 2: The subject is grasping the
device that is constrained on a plane normal to the subject’s stance. The device constrains
the hands translational movement to the y — z plane. The roll rotation y(g) of the hand is
also constrained. (c) Scenario 3: The subject is grasping the device constrained on a plane
parallel to the subject’s stance. The device is restricting translational motion to the x — z
plane as well as the subjects rotational roll.

4. The boundaries of the workspace calculated through the model do not depend on (2)
nor (3).

2.4 Experimental Validation

The constrained workspace evaluation is a method used to determine the reachable
workspace of an individual subject to one or more joint limitations. This reduced subset
of the reachable workspace can be compared to the workspace of the individual under
ideal unconstrained conditions. This evaluation can provide information on locations
in Cartesian space under which, for example, a patient may feel discomfort. Three
experimental scenarios were conducted to validate the performance of the model. The
experimental scenarios are demonstrated in Fig. 2.3. Scenario 1, shown in Fig. 2.3(a),
evaluated the total reachable workspace of a subject with and without an emulated
internal joint constraint. Scenarios 2 and 3, shown in Fig. 2.3(b) and Fig. 2.3(c),
respectively, demonstrate the total reachable workspace of the subject under additional

external constraints of the subject’s palm to a predefined trajectory.
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Figure 2.4: (a) Picture of the rigid body setup on an unconstrained subject. This image
demonstrates the clusters of rigid bodies used to determine the position and orientation of
the limbs of the upper arm complex. Black marks on the body represent points of reference
that are calibrated with respect to two or more digital rigid body clusters. (b) Thermoplastic
splint limiting the range of motion of the elbow joint approximated by the grey lines.

2.4.1 Data Collection

The model was validated through experimental procedure using an array of Northern
Digital Instruments Optotrak 3D Investigator cameras combined with digital markers to
provide precise measurements of various points on the upper limb complex as shown in
Fig. 2.4. Three of the cameras were placed along three walls of a room to ensure the digital
marker rigid bodies remained within line of sight of at least one of the cameras at all times.
The position and orientation of each camera was calibrated to create a global reference
frame that is consistent throughout this work and denoted by a coordinate frame in most
figures presented hereafter. Once calibration of the cameras was complete, the subject
was instrumented with the active digital marker rigid bodies, which are stiff plates used
to maintain position and orientation of a small cluster of digital markers. This cluster is
then used to calculate the position and orientation of the rigid body. Once the rigid bodies
were secured to the subject, various anatomical landmarks were chosen to evaluate the joint
angles throughout the experiment. Each landmark which posed a risk of bodily occlusion
was instrumented with two or more rigid bodies and, therefore, added redundancy for
positional measurements. Table 2.2 lists the anatomical landmarks and the rigid bodies
associated with each landmark. The experiments conducted in this work used at least

two rigid bodies on the thorax, two rigid bodies mounted along the humerus, namely the
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Table 2.2: Rigid Body Anatomical Landmarks

Thorax Bodies Hand Bodies Upper Arm Bodies Forearm Bodies
right acromioclavicular  ulnar styloid process right acromioclavicular  medial epicondyle
left acromioclavicular ~ radial styloid process medial epicondyle lateral epicondyle
right iliac crest tip of middle finger lateral epicondyle ulnar styloid process
left iliac crest dorsal base, 2" metacarpal  olecranon process radial styloid process
C7 vertebrae dorsal base, 5" metacarpal olecranon process
suprasternal notch palm centre

xiphoid process dorsal base, 3" metacarpal

proximal sacrum
lateral spine of scapula

biceps and triceps positions, two rigid bodies mounted along the dorsal and ventral forearm,
as well as two rigid bodies attached to the hand. In cases where the virtual landmarks
were referenced by two or more rigid body clusters, an optimal Bayesian estimation [109]

determined the location of the point used for evaluation.

2.4.2 Model Identification

As a precursor to the experiments, and to determine the appropriate range of motion for
each of the nine aforementioned joint angles, the subject performed a range of exercises
tailored to measure the full range of motion of one joint at a time.

Unconstrained scapular joint limits: The first test was to measure the limits of
scapular retraction and protraction (6;). For this experiment, the subject moved the
glenohumeral joint as far in front and behind the coronal plane of the body while attempting
to maintain neutral posture. The tests were repeated several times to evaluate the absolute
maximum and minimum achievable angles by the subject without external intervention.
The results for this test are shown in Fig. 2.5(a). The next test measured scapular elevation
and depression (6,) where the subject elevated and depressed the shoulder complex as far
as possible while maintaining a stable torso posture in Fig. 2.5(b).

Unconstrained shoulder complex: Both flexion and extension (63) as well as
adduction and abduction (64) were used to evaluate joints 3 and 4. The results are shown
in Fig. 2.5(c) and Fig. 2.5(d), respectively. Adduction and abduction of the upper arm was
evaluated by having the subject stand and elevate the arm from anatomical zero in the x —z
(coronal) plane until the maximum height of the palm was reached. Flexion and extension
were evaluated in a similar fashion along the y — z (sagittal) plane. Medial and lateral
rotation of the glenohumeral joint was measured by abducting the right arm by 7 /2 radians
and the elbow flexed at m/2 radians. The subject then attempted internal and external
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Figure 2.5: Unconstrained joint limits. (a) and (b) demonstrate the scapular

retraction/protraction and elevation/depression, respectively. (c), (d), and (e) represent the
shoulder adduction/abduction, flexion/extension, and medial/lateral rotation, respectively.
(f) represents the humeroulnar joint, (g) is the wrist ulnar/radial deviation, (h) is the wrist
flexion/extension, and (i) demonstrates wrist pronation and supination. All angles along
the vertical axis are shown in radians.

rotation of the forearm while maintaining a static position of the humerus. Results of this
experiment for 65 are shown in Fig. 2.5(e).

Unconstrained elbow complex: Fig. 2.5(f) demonstrates flexion and extension of the
elbow (6¢) which was evaluated by starting at anatomical zero with an outward facing palm
and then complete full flexion and extension movements along the sagittal plane.

Unconstrained wrist complex: Fig. 2.5(g) demonstrates wrist ulnar/radial deviation
(67). Fig. 2.5(h) shows wrist flexion and extension (6g), and Fig. 2.5(i) demonstrates
pronation and supination of the wrist (8y). The numerical values for the results are shown in
Table 2.3. Note that the numerical values are with respect to the kinematic model described

in Section 2.2.
Table 2.3: Regular range of motion w.r.t ideal rest angle Gio (anatomical zero)

01 6, 0; 04 05 B6 BO6c 67 03 6y

60 0 0 0 90 0 20 90 0 0 0
0! | -14.1 -6.4 -21.3 04 -68.0 158 642 -279 -721 -5.0
O | 13.4 122 180.0 160.7 133.0 1505 114.0 29.7 812 179.4
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The subject then donned a thermoplastic brace to the elbow joint to incur a constraint on
the individual to demonstrate the validity of the kinematic model as shown in Fig. 2.4(b).
Range of motion tests were done with the constrained joint similar to that of Fig. 2.5(f)
to determine the range of motion for the constrained elbow (6¢.) which was found to be
between 1.12 rad (64°) and 1.99 rad (114°). With this information, the model was adapted
to fit the newly measured limits using Equation (2.11). The subject was found to have link
lengths of: clavicle = 188 mm, humerus = 286 mm, radius/ulna = 259 mm, and wrist to
palm centre = 74 mm. Note that the link lengths correspond to the length between each
of the rotational centres of motion and not the length of the bone segments. All values of
the joint limits for the range of motion were entered into the simulation model to be used
in the assessment of the remaining experiments in this chapter. Following the range of
motion tests, a series of workspace evaluation experiments were conducted to evaluate the

performance of the kinematic model.

2.4.3 Scenario 1 Experimental Results

Experimental Simulation

600

z (Igrn)

-600

[l Constrained M Unconstrained M Constrained ! Unconstrained

Figure 2.6: Experimental and simulated convex hull and slice profile for z = 0 mm with
respect to the subjects sternoclavicular joint. Note that the constrained workspace is a
subset of the unconstrained workspace. The 2-dimensional workspace slice profile is shown
in Fig. 2.7

The subject was asked to achieve a reachable workspace by performing a series of
movements with an extended arm. Careful precaution was taken to attempt to create a
sphere around the subject that best represented the total reachable workspace. The model
was compared to the actual reachable workspace of the subject using in vivo motion capture
as outlined above. In the first set of experiments, the subject performed the tests to evaluate
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the total reachable workspace of the individual with no physical limitations to any of
the nine joint angles. After this workspace was evaluated, the subject then donned the
thermoplastic brace that limited the range of motion of (6¢) from 0.28 rad to 2.63 rad to
(B6c) which was between 1.12 rad and 1.99 rad. The tests were then duplicated to evaluate
the total reachable workspace of the individual under this joint limitation. Convex hull
spheres of the resulting experimental and simulated workspaces are shown in Fig. 2.6.
Note that the constrained workspaces are a subset of the unconstrained workspaces in both
the simulated and experimental cases. Fig. 2.6 also contains a transverse plane situated
about the subject’s sternoclavicular joint, in which planar images of the workspace can
be obtained to better demonstrate the workspaces. Throughout this chapter, all Cartesian
translations are with respect to a reference frame with its origin centred at the subject’s
right sternoclavicular joint. The x-axis of this reference frame is along the coronal plane,
parallel to the ground. The y-axis of this reference frame is along the sagittal plane,
parallel to the ground. The z-axis, centred at the sternoclavicular joint, runs collinear to
a gravitational vector, pointing in the direction of the subject’s head. A reference frame
with this convention is shown in each figure.

Multiple tests were run to collect information on palm locations in Cartesian space
under both constrained and unconstrained conditions of the elbow. This was then compared
to the simulated model and an overview of the results are shown in Fig. 2.6. This figure is
then extended by demonstrating points of the experimental and simulated workspaces about
the transverse slice in in Fig. 2.7. This slice and other slices in this chapter were constructed
by considering all measured points within =10 mm of a transverse plane referenced to
the z-axis. In total, 13 slices situated 100 mm apart from one another were evaluated
for the experimental and simulated, constrained and unconstrained workspaces. Fig. 2.8
demonstrates six slices above the sternoclavicular joint, with a final slice at 600 mm above
this reference frame. Both the experimental and simulated values are superimposed to
demonstrate model accuracy. It is important to note that for these experiments, the total
reachable workspace was evaluated and not the total dexterous workspace. That is, the
Cartesian position of the end-effector was the only variable to be considered and not the
orientation of the palm. The simulated model demonstrates all possible palm locations
for all valid arm topologies. For example, the island points in the encased dashed box in
Fig. 2.7 can be physically achieved by an over-the-shoulder topology. The slices shown in
Fig. 2.8 illustrate the achievable regions in which a constrained and unconstrained elbow
with the provided joint limitation can physically reach. Note that for slices z = 100 mm to
z =400 mm, the locations near point (X, y) = (0,0) have cutouts for the subject’s head.

In each of the slices demonstrated by Fig. 2.8 and Fig. 2.9, both the experimental and
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Figure 2.7: Slice at z = 0 mm in the workspace volume shown in Fig. 2.6. z =0 mm
represents the transverse plane located at the subjects sternoclavicular joint. The locations
encapsulated by the dashed box represent reachable locations from an over-the-shoulder
topology.

simulated values for the constrained and unconstrained cases compose similar curvatures.
As shown, the slices demonstrate that the model can accurately represent experimental
data. Similarly for slices under the sternoclavicular reference frame in Fig. 2.9, cutouts for

the subject’s torso and lower extremities were provided.

2.4.4 Scenario 2 Experimental Results

In addition to the emulated internal elbow constraint, two experiments were run to evaluate
the workspace of the subject under additional end-effector constraints as well as to measure
the joint angles throughout the externally constrained motion. In the first experiment,
shown in Fig. 2.3(b), the subject manipulated a device that constrained the end-effector
translation to the sagittal plane. This experiment was conducted at varying radii to validate
the performance of the model to evaluate the constrained joint limits. Both scenarios
were subject to a new set of constraints, namely the position of the palm (subject to be

constrained along the plane x = 150 mm, measured mean x = 149.80 mm), and orientation
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Figure 2.8: Experimental and simulated slices of the constrained and unconstrained
workspaces along the z axis referenced from the sternoclavicular joint as in Fig. 2.6. For
slices z =100 mm to z = 400 mm, cutouts of the subject’s neck and head are displayed.

constraints (hand roll = 0 rad) in Equation (2.4-2.6):

w(q) =0rad (2.17)
x(q) = 150 mm (2.18)
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Figure 2.9: Experimental and simulated slices of the constrained and unconstrained
workspaces along the z axis referenced from the sternoclavicular joint. For slices z = —100
mm to z = —600 mm, cutouts of the subject’s torso and legs are demonstrated.

and, therefore, the Jacobian defined in Equation (2.12) becomes:

9;(0) 33(0) o 85(0)
OO

J(0) €RY = | 50 dotn  dolw) (2.19)
v vy d g
(Bl ay(v) dy(v)

o, T JD
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Figure 2.10: Results of experimental and simulated workspace evaluation of Scenario 2 at
device radii ¥ = 270 mm, 330 mm, and 375 mm. Device centred 360 mm in front of sternal
notch (y) and 160 mm below sternal notch (z).

The simulated and measured results are shown in Fig. 2.10. It is apparent that the model
accurately conveys the capabilities of the subject provided with both internal (or simulated
internal 6¢.) and external constraints (palm fixed along the sagittal plane x = 150 mm).
Taking this a step further, the behavior of each of the nine kinematic joints throughout
the experiments were measured to provide insight on the role of each joint in constraint
compensation. This is useful in the context of evaluating joint motions throughout a
particular task. Fig. 2.11(a) demonstrates the effect of the movement along the sagittal
plane on the unconstrained elbow joint and Fig. 2.11(b) demonstrates the constrained case.
Note that only the internally constrained joint (6g.) and the constrained end-effector (67 g 9)

are displayed.

2.4.5 Scenario 3 Experimental Results

Similar to Scenario 2, Fig. 2.3(c) demonstrates the third experimental scenario, with
constrained translational motion to the x — z (coronal) plane. The subject manipulated
the cyclic device in one of three preset radii and a new set of constraints imposed on the
subject with the palm constrained along a plane parallel to the coronal plane at y = 400

mm, as well as the roll of the wrist, similar to Scenario 2:

y(q) =0rad (2.20)
y(q) = 400 mm (2.21)
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(b) Joint angles with constrained elbow
Figure 2.11: Joint trajectory results of Scenario 2. (a) No constraint on the subject’s elbow.
(b) Subject has donned an elbow brace constraining movement of the elbow. Dashed lines

represent the simulation and solid lines represent experimentally obtained information on
the joint angles.

which results in the following updated Jacobian:

dx(v)  Ix(v) dx(v)
dv; 0 e 09
o 85(1)) 85(1)) . 85(1))
X v L [
Je(U) ER™Z =1 560)  ap(v) 20(v) (222)
81)1 81)2 e a‘l)g
dy(v)  dy(v) ay(v)
v vy e d g

The results shown in Fig. 2.12 demonstrate that the model can also determine
the feasible workspace while adhering to the constraints provided in this scenario.
Additionally, this evaluation method determined the response of each of the nine joint
angles with respect to the hand position and orientation. The goal of these experiments

was to observe the correlation between the path used and the respective joint angles for a
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Figure 2.12: Results of experimental and simulated workspace evaluation of Scenario 3 at
device radii r = 270 mm, 330 mm, and 375 mm. Device centred 160 mm in the x-axis with
respect to the sternal notch and 160 mm below sternal notch (z). Device is situated parallel
to the coronal plane of the user at y = 400 mm.

specified trajectory with the simulated model trajectory. Also, with the joint constraints, the
subject compensates for the injury by emphasizing movements of the uninjured joints more
so than the injured joint. For this cyclic motion task, Fig. 2.13 shows that the simulated
model, even with an elementary cost function, accurately estimates the motion of the
constrained and unconstrained joint 8¢. This validates the use of the model in determining
joint activation for a particular task, which in turn could be used to tailor rehabilitation

tasks to a specific injury as per a professional clinical recommendation.

2.5 Conclusions

The 9-DOF kinematic model of the human upper limb complex derived in this chapter
accurately demonstrates the workspace envelopes embodied by a constrained range of
motion. The constrained differential inverse kinematic solution begins with mapping the
limitations of each joint to a saturation function. Saturating joint velocities when joint
angles approach their limits ensures that the inverse kinematic solution is bounded to the
feasible range. Incorporating workspace evaluation using the kinematic model of the upper
limb can open up several research avenues. It is well known that the central nervous system
selects a pathway by minimizing a given cost function [108, 110]. In the current form, one
can clearly see that the trajectory derived from the differential inverse kinematic model is a
straight path, which assumes that individuals tend to select a path that minimizes metabolic
energy costs [107,108]. Nevertheless, this is not always the case and it is possible to modify

the model in order to select alternative paths that minimize a combination of displacement,
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Figure 2.13: Joint trajectory results of Scenario 3. (a) No constraint on the subject’s elbow.
(b) Subject has donned an elbow brace constraining movement of the elbow. Dashed lines

represent simulated data and solid lines represent experimentally obtained information on
the joint angles.

velocity, and/or acceleration of specific joints between those points. In future research,
this methodology can be combined with strength prediction methods, as a function of hand
location and direction [111], to provide a more thorough analysis of the capabilities of the

subject.
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Chapter 3

Design of the Differentially-Clutched
Series Elastic Actuator

3.1 Introduction

USCULOSKELETAL disorders (MSDs) do not discriminate and can develop into a
M chronic disability if left untreated. Since the symptoms associated with these
disorders can vary widely, appropriate treatment must focus on the unique disorders
and conditions of each individual [112]. This is particularly relevant for robots used in
rehabilitation, where quantitative assessment of MSDs is important for evaluating potential
effects of treatment [93], guiding the design of a robotic system that complies with the
individual’s unique needs and motion tolerances [113], and ensuring the individual’s safety
and comfort during robotic intervention [114]. In particular, a robot that is adaptable to the
human limb segment lengths and ranges of motion is crucial. Furthermore, when designing
robotic rehabilitation strategies, clinical standards must be considered in order to retain
compatibility with traditional therapies while involving minimal robot programming.

The previous chapter demonstrated a method of determining the workspace of a patient,
which is useful for generating the uniquely-tailored kinematic topology of a rehabilitation
device. However, the actuation strategy of the rehabilitation device is pivotal in ensuring
patient safety. The physical interaction between the human and a robotic device must
take many forms in the context of rehabilitation. First, the device must be able to assist

the patient if the patient is unable to complete a predetermined task. As the patient

‘@ 2019 IEEE. Partially reprinted, with permission, from B. DeBoon, S. Nokleby, N. La Delfa, and
C. Rossa, “Differentially-Clutched Series Elastic Actuator for Robot-Aided Musculoskeletal Rehabilitation,”
presented at the IEEE International Conference on Robotics and Automation (ICRA), Montreal, Canada. pp.
1507-1513.
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regains strength and/or range of motion, the rehabilitation device should be able to change
operating modes, and resist the motion of the patient in order to strengthen the injured
joint or joints. In addition to these aforementioned operating modes, the device must
be compliant [24], that is, the device must encompass properties of a flexible or supple
material to aid in manipulation as well as to reduce impact forces. In the context of
active actuators, only backdrivable (the ability to be reversed by a human) motors can be
considered compliant. The issue with using backdrivable motors is the low force bandwidth
for suitable-sized electric motors. Therefore, there is a trade-off between compliance and
force bandwidth in strictly active devices. This raises an interesting issue, as the conditions

for an ideal rehabilitation device must satisfy the following:

1. The device must be compliant and safe to operate, i.e., the user must have the ability

to move the device without external inputs,

2. The device must be able to provide adequate force/torque to the patient to administer

meaningful assistance,

3. The device must be able to provide a large resistive force/torque to strengthen

affected joints, and
4. The device must be able to measure or infer the force/torque of the end-effector.

The remainder of this chapter is dedicated to the development of an actuator that
satisfies the above conditions. The differentially-clutched series elastic actuator (DC-SEA)
is a novel hybrid actuator designed for safe human-machine interaction (HMI). The chapter
is organized as follows: Section 3.2 introduces the novel differential clutch mechanism for
elastic actuators. Section 3.3 demonstrates the proof-of-concept version of the multimodal
series elastic actuator, as well as the strategies involved in satisfying the above list of
conditions. Section 3.4 evaluates the governing equations for the operation of the DC-
SEA, and Section 3.5 contains experimental results for a simple preliminary controller.
An advanced controller for the multi-input actuator is proposed and evaluated in the next

chapter of this thesis.

3.2 Differential Clutch

In this chapter, we propose the addition of a clutch to elastic actuators in the form of
a differential clutch. The term differential clutch refers to an element encapsulating the

abilities of a traditional clutch, with the added benefit of indirectly controlling the amount
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Figure 3.1: Differential Clutch. The dashed rectangle represents the component makeup
of the differential clutch, the differential gearbox and a controllable brake. Note that the
clutch includes the brake has only two externally connected members; Motor/Spring and
User. Orange arrows represent a division of energy, green arrows represent the sum of
the energy or the total energy in the clutch. Green or orange dots represent potential
energy stored in the spring. Red crosses refer to locked shafts within the actuator, and
blue parallel lines represent a braking effort on that shaft. Row a-c represent the three
operating modes, and columns 1-3 represent test conditions. Row a.) represents the case
under which the brake is fully engaged, and thus the clutch is engaged as well. Row b.)
represents the partially engaged case, where some of the energy is dissipated by the braking
effort. Row c.) represents the final case, where the brake is disengaged and thus the brake
connected differential gear is free to rotate. Column 1.) represents the case where the motor
is supplying kinetic energy and, therefore, is in active mode. Column 2.) represents the case
in which the motor is inactive and the user is introducing rotational kinetic energy to the
actuator. Column 3.) highlights the case in which both the motor and user are introducing
rotational kinetic energy to the system and the brake is used to facilitate the amount of
energy in the system. This column is considered as resistive mode.
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of torque transferred from one body to another. The differential clutch is made up of a
differential gearbox and a magnetic particle brake attached to one planetary gear. The
structure and operation of the clutch is elaborated in Fig. 3.1. The advantage of adding
a differential gear to an elastic actuator is the ability to serially couple and decouple the
active/elastic elements [115] while guaranteeing compliance through the use of a spring
connected to one of the differential gears [67]. The introduction of a clutch means that the
energy stored in an elastic element can be instantaneously dissipated to zero deformation.
In situations where a residual torque is desired, it may not be adequate to completely
dissipate the energy stored in the spring and sequentially increase the deflection until the
desired output torque is achieved. Consider a scenario in which a human operator and
a robot are collaborating in lifting a large object. If a collision between the robot and a
bystander is detected, it is not sufficient to simply release a clutch mechanism. This would
cause the object to drop, potentially harming the workpiece, the human collaborator, or
both. A torque is desired to maintain the movement without dropping the piece while
reducing the energy to minimize damage to the bystander. Therefore, it is desirable to have
continuous control over the amount of stored energy in the actuator. Controlling dissipation
can be achieved through two methods: by actively controlling the motor side deformation
of the elastic element and by passively dissipating the energy stored in the elastic element.
The advantages of controlling the energy actively is that the motor is able to maintain
a deflection and compensate for overdissipation [116], with the drawback of potential
instability in the event of overcompensating for natural resonance in the spring [117].
Passively controlling the deflection ensures that the system remains stable, while quickly
and efficiently dissipating stored energy in the actuator [53]. The main drawback of the
inclusion of passive elements to the elastic actuator include increased mass and the issue
around control of multi-input actuators.

Differential clutches have the advantage of allowing three separate bodies to rotate at
different speeds. The use of a differential clutch decreases the total mass of the actuator as
compared to the addition of multiple standard clutch systems, adds a mode of redundancy

to improve safety, and reduces the amount of energy required to perform force control.

3.3 Proof-of-Concept

A model of the proof-of-concept differential gear system is shown in Fig. 3.2(a). The
outer/larger gears are defined as planetary gears and the smaller internal gears are satellite
gears. A DC motor is coupled to one of the two planetary gears of the differential

through a torsion spring assembly. The other planetary gear of the differential is coupled
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Figure 3.2: (a) Drawing of the differential gear system. (b) CAD model cross section of the
DC- SEA. The asterisk indicates an encoder-measured body. See Fig. 3.3 for a schematic
drawing of the operation of the actuator.

torsion spring

to a magnetic particle brake. There are three smaller satellite gears between the two
planetary gears that are connected to the rotating output housing of the actuator as shown
in Fig. 3.2(b). A spring assembly that mounts a series torsion spring between the motor
and one of the planetary gears is described as the spring-planetary gear interface (see
Fig. 3.2(b)). The output housing is rigidly connected to the satellite gears in the differential
clutch, the housing itself acting as the output shaft. The output housing is coupled to an
external encoder using a belt (not shown in Fig. 3.2). Two additional encoders with 2,048
pulses per revolution are used to measure the position of the brake and motor shafts.

The motor and encoder pair used in this actuator is a Cytron IG42E-24K with a 24:1
reduction gearbox with a nominal torque of 980 mNm with an encoder resolution of 480
pulses per revolution. The brake is a magnetic particle brake made by Placid Industries
(B15-12-1) with a torque range of 34 mNm to 1,700 mNm.

The DC-SEA is able to achieve the following operating modes:

e Free Motion mode is designed to allow the user to rotate the shaft freely. This is done
by disengaging the brake and motor. Provided that the gearbox in the DC motor has
a large reduction, the motors off-state torque translates to a fixed surface connected
to one side of the torsional spring. If the user rotates the output shaft, all energy
introduced to the actuator will be split between the brake and the torsional spring.

This mode is demonstrated in Fig.3.1(2c).

o FElastic Mode is when the brake is engaged and the motor is static, the device is in an
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elastic state; as if the user is directly coupled to a grounded spring. The total energy
stored in the spring can be controlled by adjusting the braking effort in the magnetic

particle brake. This mode is demonstrated in Fig.3.1(2a).

e Active/Resistive Mode when both the motor and brake are engaged, the brake and
differential act as a continuously variable-slip clutch between the motor-spring
system and the end effector. The force transmitted to the end effector can be
controlled by adjusting both the motor and braking effort in tandem. The motor
can be used to compress the spring and engage the output shaft and both the motor
and brake can decompress the spring to reduce the amount of stored energy, thus

reducing the force applied to the end effector.

Each of these modes have applications in musculoskeletal rehabilitation. By controlling
the commanded motor torque 7., and the commanded brake torque 7., any of the above

actuation modes can be achieved.

3.4 Equations of Motion

A schematic representation of the actuator dynamics is shown in Fig. 3.3. The sum of the

torques about the motor shaft can be modelled by:
Jmém+bin91n +ks(9m_9s) = Tem (31)

where 7., is the torque applied by the motor, which can be related to an input voltage V,,
through the equality 7., = KK, Vs /Ry, where R,, is the motor winding resistance, and
K, and K, are the linear motor torque and back EMF constants, respectively. J,, is the
moment of inertia about the motor shaft, and b, is the damping coefficient of the motor.
Throughout this chapter, 8 and  refer to the first and second time derivative of angular
position 0, respectively. Subscript m refers to any parameter associated with the motor
shaft. In addition to (3.1), the torque equations for the user, spring, and brake bodies of the

differential are, respectively:

Ty + 505+ bsOs 4+ by (65— 6) + ks(6,— 6,,) =0 (3.2)
T+ Tapp +Jubu + 0,0, =0 (3.3)
Tb—f—Jbéb—f—bbéb—f—bd(éb—95)+ch =0 (3.4)
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Figure 3.3: Dynamics of the differentially-clutched series elastic actuator. The user is
connected to both the spring and magnetic particle brake through the differential gearbox.
The motor is connected to the opposite end of the spring

where T, T,, and T}, are the torques of the spring, user, and brake bodies of the differential,
respectively. Subscript u refers to parameters associated with the user differential body
and subscript s and b relate to the spring and brake planetary gears in the differential,
respectively. J;, J,,, and J, are the moments of inertia, by, b, and b, are the viscous friction
components, b, is the viscous friction coefficient between the satellite and planetary gears
in the differential, és, éu, and éb are the angular accelerations, 93, Qu, and Qb are the angular
velocities, O, 6,, and 6, are the angular positions about the planetary gear axis, kg is
the spring constant of the custom-made torsion spring, 7,,, is the torque applied by the
user, and 7., is the controlled braking torque of the magnetic particle brake. To model
the actuator, the differential law of motion about 6, can be described as a function of the
remaining velocity components: 0, = 26, — 6.

Considering the total power in the differential, coupled with efficiency coefficients
Nu, Ns, and 1M, to modulate for additional losses in the user-side and spring side differential

gears, and the braking system, respectively, yields:
nuéufu+nsésrs+nb9bfb =0 (35)
Combining the torque balance in the differential 7, + 7, + 7, = 0 with Equation (3.5), and

by postulating that the efficiency in the system is to be ideal, results in a set of split torque
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equations Ty = T = %, which combined with Equations (3.2) to (3.4) yield:

(J +4J5)0, — 200, + (b, +4bs+4b;) 6, — (2bs +4by) 6y
— 2ks Oy + 4ks 0, — 2ksOp = Tapp  (3.6)

and:

— 2Jséu + (Jb +Js)9b — (st +4bd)9u + (bb + by +4bd)9b
+ k6, — 2ks6, +ks9b =Tp (3.7)

Taking into consideration that J,,, J,,, and Jj, are dominating inertial components and b, b,;,
and b, are the most prominent frictional components in the actuator, the remaining inertia,
friction, and other dynamic losses can be neglected. The resulting equations of motion
from Equations (3.1), (3.6), and (3.7) become:

JnOm + b6, + ksAOs = Top (3.8)
JuOu+4b 0, — 4by0) — 2k AO; = Ty (3.9)
Jp0p — 4by0, + (4by + by) 0y + ksAO; = T, (3.10)

where A6y = 6,, — 26, + 6, is the deflection of the spring. Therefore, by controlling the
deflection of the elastic element in the actuator, one can actively control the amount of
torque delivered to the user, i.e., T,,,. The equations of motion can be manipulated further

based on the operating mode of the multimodal actuator.

3.4.1 Free Motion

In this mode, 6,, is zero under the assumption that a motor with a large gear reduction is
used in the actuator, where any reasonable amount of torque provided by the user will not
cause the motor shaft to rotate. Thus, one can assume that when the motor is disengaged,
its position remains constant. Due to the gearing in the differential, the angular position
of the brake can be approximated to be twice that of the output shaft, i.e., 6, ~ 26,. The
actuator inertia and viscous frictional components do cause a small deflection in the spring

and, therefore, combining Equations (3.9) and (3.10) to produce 7, as a function of 6,:

Tapp = (Ju +4Jb)9u+(4bd ‘|‘4bb)9u 3.11)
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showing that the torque experienced by the user stems from the inertia and viscous friction

in the output housing and brake bodies of the differential.

3.4.2 Elastic Mode

When the motor is disengaged (6,, = 0) and the brake is fully engaged (6, = 0), this mode
fully engages the differential clutch and, therefore, nearly all energy introduced by the user

is transferred to the spring. This can be shown in Equation (3.9) by:

Tupp = JuOu+4b 40, + 4ks6,, (3.12)

3.4.3 Active and Resistive Mode

Active mode and resistive mode can be achieved by adjusting the motor torque 7., and
braking torque 7.,. When these modes are desired, 7, and 7., work in tandem to produce,
reduce, or maintain the energy stored in the spring. The resultant torque felt by the user
can be approximated to be twice the torque stored in the spring due to the differential gear
ratio. The motor is used to compress the spring and engage the output shaft, where the brake
provides a means of quickly and efficiently dissipating any unwanted energy introduced in

the system. The equations of motion used for the actuator to follow a reference torque

Tapp = Tref 18:

Trof = Juby +4b,0, — 4b,0), — 2k;A6; (3.13)
where either:
KAG, { Tom — IO —.bmé,m if ksAes_< Tref /2 | 3.14)
Top —JIpOp +4b,0, — (4bd + bb) 6, otherwise

The above can be used to reach the reference torque, provided that 7., and 7., are operating
within the rated motor and brake torques, respectively. The first line in Equation (3.14)
corresponds to the condition in which there is not sufficient torque in the spring. Since
the brake is not able to provide any energy to the system, the commanded motor torque
must be increased. The difference between active and resistive modes lies within the
direction of the force provided to the user. Active or assistive mode applies a torque in
the same direction as a particular angular positional goal, while resistive mode counteracts
the motion of the user and attempts to hinder the user in reaching a particular goal. For
active mode, the motor must be engaged as the brake has no way of providing energy to
the user. When resistive mode is required, the bulk of the load is dissipated by the brake,
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Figure 3.4: Experimental setup: (a) Scenario 1: Measuring torque from the load cell with
static output housing. (b) Scenario 2: Measuring torque from the inferred spring deflection
with variable user position.

increasing efficiency. By measuring the deflection in the spring, the required torques for
both active and resistive modes can be achieved and maintained according to a professional

therapist’s recommendation.

3.5 Experimental Results

The prototype of the DC-SEA and the experimental setup used to validate the model are
shown in Fig. 3.4. Two experimental scenarios were tested.

In Scenario 1 (Fig. 3.4(a)), a handle is attached to the output housing which is then
rigidly connected to a load cell to measure output torque. The load cell measurement point
is located at the same height as the central axis with a perpendicular distance of 150 mm.
The angular position of the output shaft is fixed to characterize the actuator and validate
the model.

In Scenario 2 (Fig. 3.4(b)), the user rotates the output shaft while the actuator attempts
to maintain a reference output torque pattern, as will be shown, this is equivalent to
maintaining a deflection in the spring.

The controller for the device was implemented through MATLAB and Simulink via a
Humusoft MF634 data acquisition card (DAQ). The DAQ was able to take all digital and
analog measurements from the rotary encoders, the load cell, and current sensors with

a sampling frequency of 1000 Hz. The Simulink model calculated the error and then
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converted the input into two pulse-width modulated signals passing from the DAQ to the

motor and the brake thorough a standard H-bridge.

3.5.1 Characterization and Model Identification

The first experiment was ran in Scenario 1 to identify model parameters including stiffness
of the spring. In this experiment, the motor was commanded to run at a constant velocity
while the current of the brake was ramped from O A to 0.1 A and then back to 0 A following
the temporal signal shown in Fig. 3.5(a). The measured and filtered output torque as a
function of the brake current is shown in Fig. 3.5(b). The results obtained in Fig. 3.5(b)
indicate a nonlinear relation between the output torque and the brake current. This is due
to the magnetic saturation of the brake and its magnetic hysteresis. The resultant measured
spring deflection from this experiment is shown in Fig. 3.5(c). Furthermore, it can be seen
in Fig. 3.5(c) the stiffness of the custom-made spring is nonlinear and the effects of the
magnetic hysteresis become more prominent. From this experiment, the stiffness of the
spring in the linear range is estimated to be k; = 0.56 Nm/rad.

The inertia in the different differential bodies was calculated analytically to be J, =
3.75 kg-m?, J, = 0.25 kg-m?, and J,, = 0.20 kg-m?. The viscous friction was determined
to be b; = 0.2 Nm-s in the differential gears, b,, = 0.1 Nm-s in the motor, and b, = 0.1
Nm-s in the brake.

3.5.2 Model Validation

This experiment, also run in Scenario 1, was used to show the accuracy of the model. In the
experiment, the actuator was commanded to follow a square reference signal with a period
of 8 seconds and a duty cycle of 50% with an amplitude of 1.5 Nm. In this experiment,
the motor was open-loop controlled by providing a reference voltage and the current of
the brake was used as the closed-loop control input. The spring used for this experiment
had a constant of kg = 1.7 Nm/rad. The parameters of the previous experiment, with the
exception of the spring, were input into the model to estimate the required brake current to
follow the desired output torque. A PID controller was used to regulate the brake current
as shown in the block diagram in Fig. 3.6 (Scenario 1). The simulated and experimental
results are shown in Fig. 3.7.

Fig. 3.7(a) shows the simulated and measured output torque response. The simulated
output torque represents the torque estimated using the same model parameters and PID
controller gains as the experiment. Also shown in Fig. 3.7(a), the output torque can be

inferred from the spring by multiplying the measured spring deflection to the estimated
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Figure 3.5: Experimental results in Scenario 1. The motor is commanded to run at a
constant velocity while the current of the brake follows a curve shown in (a). The resultant
braking torque as a function of the brake current is shown in (b). In (c), the actuator’s
output torque as a function of the measured spring deflection is shown, from which the
spring constant can be estimated.
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Figure 3.6: Block diagram of the control loops used to regulate the brake current in
Scenarios 1 and 2. In Scenario 1, the output torque is directly obtained from the load
cell measurements, whereas in Scenario 2, the output torque is inferred from the deflection
in the spring.

spring constant from the previous experiment. Both the simulated and spring-inferred
output torques show agreement with the measured output torque. The accuracy of the
model can be confirmed by noticing that the simulated and measured brake current follow
a trend as shown in Fig. 3.7(b). Fig. 3.7(c) shows the spring deflection measured from the

experiment.

3.5.3 Torque Control Through Spring Deflection

From the previous experiments, it is confirmed that the output torque can be accurately
represented by the deflection of the spring provided that the spring is operating within its
linear range. Turning the focus to Scenario 2 (Fig. 3.4(b)), the objective now was to adhere
to a specific reference torque as a user manipulated the output shaft.

A PID controller, as illustrated in Fig. 3.6, was implemented to maintain a specified
output torque by controlling the deflection in the spring. Provided a reference torque 7.,
the required spring deflection can be determined by: AG; = T, r /2ks where Ty, r=1Nmis
the desired reference torque. The simulated and experimental results are shown in Fig. 3.8.

Fig. 3.8 (top) presents the measured angular position of the output shaft.
Fig. 3.8 (bottom) illustrates the measured and simulated response of the actuator to a
reference torque signal. As can be seen in the figure, the actuator was able to achieve
the required spring deflection to maintain the reference output torque. The response shown

in Fig. 3.8 (bottom) makes use of the spring deflection as a way to infer the output torque

48



— Desired Output Torque - = Measured Output Torque

--= Simulated Output Torque - Spring Inferred Output
— 1.5 T wezias  Torque
{H

Q b i

= 1y

o LY
H 0 l‘\"s. >

— Experimental Brake Current

= 80 (a) - = Simulated Brake Current

5

g

=]

@)

<

o]

o

m 0 . . .

— Experimental Spring Deflection
0.4 (b) - == Simulated Spring Deflection

=)

g

5 !

o s i

T ’

A i

O o _: N H N

Time [s] 20
(c)

Figure 3.7: Experimental results in Scenario 1. (a) shows the actuator’s response to a
reference torque along with the simulated results. (a) also shows the spring inferred output
torque based on the spring constant and measured deflection. In (b), the simulated and
measured brake current that is required to follow a reference torque is shown. (c) shows
the measured and simulated deflection of the spring.

experienced by the user.

3.5.4 Discussion

The experiments showed the validity of the DC-SEA to provide reasonably accurate torque
control. There are three methods to control the output torque. In the first method, the
motor is open-loop controlled to introduce energy to the actuator while the output torque
can be controlled by adjusting the current in the brake. When a motor with a high gear
reduction is used, this provides a faster response and the output torque can be accurately
inferred by measuring the compression in the torsion spring. Accurate characterization of
the system is crucial since nonlinear effects in the spring constant, magnetic hysteresis of
the brake, and viscous and static friction can strongly affect the accuracy of the model and
hence that of the controller. The second method, which is not presented in this chapter,

relies on fully engaging the brake and controlling the deflection of the spring through the
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Figure 3.8: Experimental results in Scenario 2. The top figure illustrates the measured
user position. The bottom figure shows the desired, measured, and simulated output torque
obtained based on the deflection of the spring and estimated stiffness.

motor as in a conventional SEA. The third method makes use of closed-loop control of
the motor and brake torques in tandem to provide optimal control performance in more
complex reference torque patterns, such as a sudden directional change in an output torque.
The proposed design allows for any of the three control methods to be used, offering a
greater level of control over traditional SEAs.

The increased versatility of the actuator does come at a cost. The addition of a
differential clutch increases the complexity of the mechanical design. Some notable
disadvantages of the differential clutch include friction losses between the satellite and
planetary gears, additional inertia, and potential backlash between the differential gear
teeth.

3.6 Conclusions

The proposed actuator is designed as another step in the design of devices to be
implemented in a home-based rehabilitation regime. Having access to rehabilitative devices
at home, along with guidance from a professional clinician, could decrease recovery time
and also allow therapists to take on a larger number of patients.

This chapter introduced a proof-of-concept differentially-clutched series elastic
actuator (DC-SEA) to be used for musculoskeletal rehabilitation. The main goal of the DC-
SEA is to encompass the performance requirements for differing phases of musculoskeletal
rehabilitation while ensuring safety through hardware compliance. The concept consists of

a brake connected to a motor-spring assembly through a differential clutch. The clutch
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allows both devices and the output shaft to rotate at different speeds. The proposed design
adds to the functionality of classical series elastic actuators and is able to reproduce the
operation capabilities of a range of pre-existing elastic actuators.

A dynamic model of the proposed actuator was developed and tested in two different
experimental scenarios. A simple torque control method was implemented to show that the
output torque of the actuator can follow a specific reference dynamically by measuring the
deflection of a spring. In future work, robust control methods will be explored to account
for all nonlinearities caused by the spring, static friction, and the magnetic hysteresis in the
particle brake.

This chapter demonstrated a rudimentary controller for a largely nonlinear plant. These
nonlinearities consist of magnetic hysteresis, nonlinear deformation of the series spring,
backlash in the both the differential gearbox and the motor gearbox, static friction, motor
dead zones, and controller saturation. The single-input, single-output (SISO) nature of
PID controllers have difficulty in effectively controlling the multivariable problem. Since
a target deflection of the spring can be achieved through multiple approaches, and is a
function of the operating mode, a more robust controller is required such that the device
can handle both this issue around multiple solutions and the nonlinear nature of the plant.

This is the subject of the next chapter.
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Chapter 4

Active Disturbance Rejection Controller

4.1 Introduction

ULTIMODAL actuators combining different actuation sources or passive elements
have been proven to be an effective way to improve force bandwidth and response
time. This can allow physical decoupling between the motor and the operator, improving
safety and allowing for active actuators with higher torque profiles to be used in close
proximity to humans [1, 118]. The issue around control of such multi-input devices is
generally mitigated through emphasis on the application. This means that the desired
operating mode of the actuator is predetermined and added controller redundancies are
selected prior to or during phased motion [76,119]. However, in a series elastic actuator,
for instance, it can be complex to control the amount of energy stored in the elastic element
using a combination of two or more actuators, but it has been proven that stability can be
achieved in multi-input plants [91].

There have been a number of multi-input controllers introduced throughout the
literature in the form of multivariable PID controllers [120, 121], sliding-mode controllers
[122, 123], internal neural model controllers [124], impedance controllers [125], and
disturbance observers [89]. Multi-input disturbance observers provide an interesting
approach to compensate for unmodelled dynamics while maintaining simplicity and low
computational resources as it does not require training or additional learning [126]. A
disturbance observer can be used to handle multi-input systems through decentralized
proportional combiner control laws [127, 128] or through control laws based around
mismatched disturbances woven into Hurwitz-stable error functions [129]. An example of
a controller that uses disturbance observers in internal feedback loops are active disturbance
rejection controllers (ADRC). Active disturbance rejection controllers are error-based and
have the advantage of not requiring an exact model of the plant to achieve convergence.
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Figure 4.1: Image of the multi-input elastic actuator showing the two inputs (motor and
brake) as well as the differential clutch mechanism from [71].

This makes ADRC ideal for elastic actuator control, as it is able to compensate for some
nonlinearities as well as unmodelled disturbances. This is taken one step further in the
context of HMI, as the operator’s input is considered part of the total disturbance to the
system, generating a unique approach to safely control the output torque.

This chapter introduces a backlash compensating active disturbance rejection controller
for multi-input series elastic actuators. Generally, multi-input elastic actuators are designed
for physical human-machine interaction to ensure the safety of an operator [71]. To provide
the best estimate of the output torque experienced by the operator, the angular deflection
of a torsional elastic element must be determined with high precision. To this end, even
slight nonlinearities in the system can cause vast differences in output measurements and
the predicted value. This is more apparent in designs encapsulating elastic elements with
high elastic coefficients, as subtle changes to the measured deflection relate to large changes
in predicted output torque. Deviances from Hooke’s law in the measured deflection of an
elastic element can be caused by a number of nonlinearities. Potential nonlinearities include
elastomer hysteresis [130], nonlinear mechanical spring design [131], clutches [68], static

friction, dead zones [132], input saturation [133], and mechanical backlash [84].
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4.2 MIMO Series Elastic Actuator Modelling

As described in Chapter 1 of this thesis, advanced elastic actuators make use of two or
more controllable parameters in order to improve performance. To this end, an actuator
can be designed to encompass many possible operating modalities through strategic use
of the controllable elements [47]. In order to validate the control approach for MIMO-
SEAs proposed in this chapter, consider the differentially-clutched SEA introduced in [71],
in Chapter 3. The differential gearbox of the actuator was updated to provide access
to the spring-side differential body’s angular position. This was done to obtain a more
accurate measurement of the true spring deflection than from positional inference as done
in Chapter 3 (i.e., to measure the angular displacement of the spring shaft 6, directly instead
of inferring 6; = 26, — 6;,). The spring deflection is measured through the difference in
encoder measurements between the motor-mounted encoder and the spring-side shaft. An
image of the updated device is shown in Fig. 4.1.

To restate the governing equations from Chapter 3, the device dynamics can be
summarized by the following set of differential equations [71]:

k b k Tem

é’":‘J_;Qm_EémJ’J_;O“’E 4.1)
JsOs + b+ by (0 — 0y) +ks(0; — 0,) = T, (4.2)
Jbéb +bb9b -l-bd(éb — 93) +Tp=1Tp 4.3)
J,6,+b,6,+k,0, = 1, (4.4)

and for an open differential layout where torque is split evenly between the planetary gears,

the following governing equations hold:

T,
H =1, 4.5)
0, = # (4.6)

by combining Equations (4.2), (4.4), (4.5), and (4.6), as well as Equations (4.3), (4.4), (4.5),

and (4.6), the following two differential equations are obtained:

 JuBs+ (4bg + by,) 65 + kO — (4by + 4by, — by,) 6 + ky 6}, — 4T,

0, 4.7
b 41y —J, *7
b — JuOy 4 (4by +b,) 0 + k0, — (4byg +4by, — b)) O + (ky + 4ky) Oy — 4ks 6y, 48)
A .
4J;—J,
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Substituting Equation (4.8) into Equation (4.7) obtains:

Juk Jsk Ju(2by+by,) —Jy(4by +4by, — by,) . Sk, — J k

:_39m+ su9b+ u( d+ b) s( d+ b )9b+ s ses
J J J J

. Js(4bg+by,) — J,(bs+2by) . . Ju—4J

7 es J Teb

O

4.9)

where J = 4J,Jp, — J, Js — JJp. Similarly, by inserting Equation (4.7) into Equation (4.8)

obtains:

(4Jb — Ju)ks Jpky Jb(4bd + bu) —Ju(2bd + bb) 6, + Joky — 4dpks + T,k 0

0, = 6 6
S J m + J b+ J b J S
Ju(bs+2b Jp(b, —4by —4by) . J
+ u( s 1 d)+ b( u s b)es__ufcb
J J
4.10)

where 7., is the motor torque, which can be related to the input motor voltage V,, of the
device through 7., = fi(Vin/Rs), where f, is a potentially nonlinear input relationship,
typically represented by T.n = fin(Vin/Ra) = (KuK,Vin)/Ra. K is the motor torque
constant, K, is the motor back EMF constant, and R, is the winding resistance of the motor.
The brake torque 7., can be modelled as 7., = f,(V,,/R;) wWhere Vj, is the voltage input of
the brake and R, is the winding resistance. This function in a natural state is nonlinear
due to magnetic hysteresis of the particle brake, however, in this chapter it will be linearly
approximated to be proportional to the input current through a gain Kj. The disturbance
observer of the controller is able to compensate for the additional nonlinearities introduced
by magnetic hysteresis.

Equations (4.1), (4.9), and (4.10) can be used to generate the multi-input state space
model of the actuator for a state vector ® = [6,, 6,, 6, 6, 6, 6,]T as:

®=A0@+BV (4.11)
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where the state input matrices are:

@:[em 6, 6, 6, 6, 6,

0 1 0 0 0 0
ks b ks
5 90 I 0
A 0 0o 0 1 0 0
J,,J ks 0 J 5Jku o Jsky ;Ju ks ase
0 0 0 0 0 1
i (4Jp—J )k, 0 Jlfu s Jpky —4Jkas +J, ks a66_
KK, T i
B= O a9 K(JO4J) | I(()J] V:[Vm
0 0 0 =g o - Vs

where:

Ju(2bd + bb) — JS(4bd +4by, — bu)

sy = ; (4.12)
R ACTTETN ;Ju(bs+2bd) 13
gy — J(4ba ) ;JM(Zbd +bp) 1
e — Julbs+2b0) —|—J;}(bu — 4by — 4by) “15)

T
withV = [Vm Vb] as the input vector. When the actuator rotates, the output torque can
be calculated based on the relative compression of both sides of the elastic element AB;, its

stiffness constant ks(A6;), and all dynamic losses as:

.. . . . J, .. .. b, . .
Tout:2Js9s+2bs9s+2bd(9s_9b>+2ks(95_9m)+%(9s+9b)+?(9s+9b) (4-16)

By neglecting the minimal inertia in the spring-side and user-side differential bodies, the
governing equation for the application of the output torque as a function of the spring

constant kg becomes:

b . b
Tour = (3” —2by) 6+ (?“+2bd+2bs)95—2k3A95 (4.17)

where AG;, = 6,, — 6, — ébk, and ébk is the backlash angle affecting the spring deflection

AB,. The estimation of the backlash angle ébk is described in the next section.
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Backlash due to motor planetary gearbox ]{j Backlash due to differential gearbox
S !

Figure 4.2: Backlash on either side of the elastic element in a SEA. The left side represents
backlash due to a planetary gearbox in a traditional DC motor, and the right side represents
a secondary gearbox in series with the spring transmission. The backlash angle is: 6y €
[—(061 + 062), (061 + 062)].

4.3 Backlash Estimation and Compensation

The total measured deflection of the elastic element is composed of two primary
components that need to be differentiated from one another. The first is the physical
deflection in the spring and the second deals with mechanical backlash, 6y, which is the
positional error due to backlash of the planetary reduction in the motor and the differential
gearbox. Thankfully, this can be compensated for based on the actuator dynamic model.
This is particularly useful in scenarios in which the nonlinear backlash effect occurs on
both sides of the elastic element in the actuator.

Fig. 4.2 demonstrates the possible sources of mechanical backlash on either side of the
elastic element. From the figure, the sum of the backlash from either side of the spring
can be defined as 6, = 20 + 20, where o pertains to the backlash between the motor
shaft and the output of the planetary gearbox connected to the spring and o represents
the backlash in the differential gearbox. The elastic properties of the actuator can be
used to provide an insightful estimation of the true deflection of the spring. However,
this requires the backlash on either side of the elastic actuator to be measured a priori. If
there is compression or expansion in the spring, the elasticity will force the backlash to one
of two edges of the transmission system assuming that the spring has a sufficient elastic
coefficient, which is generally the case for SEA that deal with power transmission. With
this information, estimates can be made on where the true position of the spring shaft is
within the range of the backlash. If deflection in the spring occurs, there exists a torque
experienced at the output and, therefore, backlash can be estimated using Nordin’s exact

model [83] as follows:

max (0,9m—9's+§—;n(9m—es—ebk)> if7, < 0
Opk = q O — O+ £ (8 — 6, — O if 7, =0 (4.18)
min (O, 0, — 6, + If—; (6, — 6, — Gbk)> otherwise
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where 7 is the spring torque. Estimating backlash grants a metric to control the torque
based on measurements of spring deflection. However, since the deflection angle is used
to compute torque, the condition for 7; > 0 rad is only certain when 6,, — 6 > 6Oy, or
conversely, 7, < 0 <= (6,, — 65) < 6. Alternatively, the conditions can be met when
the estimated backlash angle has reached the limits ébk =—(y+mwm) = t,<0or é;,k =
(a+ o) = 1,>0.

4.4 Multi-Input Active Disturbance Rejection Torque

Controller

The objective of ADRC is to provide accurate torque outputs based strictly on
measurements of the deflection of the spring. With the estimate of the backlash angle,
a reasonable estimate of the true deflection angle can be extracted from the encoder
readings on either side of the spring. Backlash can then be compensated for and the
updated reference can be used to compute error in the controller. Active disturbance
rejection control (ADRC) will be used for this purpose, as ADRC is an error-based control
method that can be used to compensate for backlash via a transient profile generator, i.e.,
a time-optimal solution reference trajectory designed for non-ideal systems. The output
of the controller can be distributed to multiple inputs, which is the case for the actuator
described by Equation (4.11). Convergence of nonlinear ADRC for multi-input systems is
demonstrated in [134].

4.4.1 Reference and Transient Output Torque Profiles

One problem controllers face is related to the transient profile of the reference. From
classical control systems, a Heaviside step function is usually implemented as the reference.
This introduces issues in controllers that are sensitive to high derivative components, as the
Heaviside step has an infinite derivative at the time of the step. However, the step function
cannot be physically recreated in any practical system and, therefore, careful consideration
of the transient profile should be taken to better represent real systems. In the context of
torque control for the elastic actuator, the transient profile is an updated reference that is a
function of the proportional and time varying error, a smoothing factor /g, and acceleration

(aggressiveness) rate ro. The discrete values of the proportional 7,.; and derivative 7r
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Figure 4.3: Transient profiles generated with various acceleration rates r = 10,50, 100,200
for a reference deflection signal. The transient profile for desired spring deflection provides
an achievable alternative reference signal compared to the infinite derivative reference
square profile.

reference trajectory inclusive of the estimated backlash angle 6y, can be calculated as:

Tref(k) :Tref(k_l)_f—hfref(k_l) 4.19)

Tref(k) = fref(k— 1) +h fhan(”c,ef(k) — Tinf(k),ez(k— 1),1’0,h0) (4.20)
= ’L’ref(k— 1) —I—/’l fhan(’c,ef(k) —ks(em(k) — 95(]() — ébk(k)),ez(k— 1),1’0,h0)

4.21)

where 7, is the reference torque, f;,r is the observed inferred output torque measured
from the deflection of the elastic element, and ébk is defined in Equation (4.18). k refers
to the current measurement in a discrete system and (k — 1) refers to the previous sample.
Two error variables, denoted e; = T,o 7 (k) — Tins(k) and ez = T p(k — 1) — T p(k — 1) refer
to proportional and time-varying error functions, respectively. These errors can be inserted
into the fhan function from [135] to produce a desired transient profile as shown in Fig. 4.3.

The fhan function can be described as:

fhan(ey,ez,r0,h9) = —rp KLZ — sign(a)> Sqa+ sign(a)] (4.22)
h()ro

where:
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sa = sign(a+ hord) /2 — sign(a — horg) /2

sy = sign(ey + hoez + horg) — sign(eq + hoea — horg) /2
ay = hoez +sign(ey + hoez) (ar — horg) /2

a; = \/hor(z) (hord + 8ler + hoea|)

a = (hpey + ey +hoer —az)sy+az

The above fhan function creates a time-optimal approximation used to generate the
reference transient profiles demonstrated in Fig. 4.3. The figure demonstrates four transient
profiles with differing acceleration rates r( to a proposed reference spring deflection. Note
that a larger acceleration rate ry translates to a more conservative reference profile. The
acceleration rate should be chosen based on the dynamics of the plant and the feasible
range of the control inputs. For instance, a DC motor with a large inertial load and relatively
low input current capabilities would have difficulty following the reference ryp = 10 from
Fig. 4.3. Therefore, the profile generated by ro = 100 might be a more realistic and
achievable reference by the plant, minimizing total tracking error. The fhan function
also contains a precision coefficient /g, which is a tunable parameter closely related to
the sampling period of the controller. In summary, the reference functions obtained from
fhan produce a realistic alternative to transients in physical systems, as an input reference
such as a Heaviside step function has an infinite derivative at the transient point which is

impossible to recreate.

4.4.2 Nonlinear Weighted Feedback Combiner

In addition to the transient profile generator, the nonlinear feedback combiner provides
a means of determining the contribution of a proportional and time-varying error in the
generation of the control input. Fig. 4.4 demonstrates how the true reference is reformed
into a proportional and time-varying reference through the transient profile generator. The
proportional and time-varying error are then calculated by subtracting the observed output
state and its derivative. The result is then passed through the feedback combiner, which
operates on these error functions. The nonlinear feedback combiner can take many forms.
In fact, if proportional gains are chosen (linear feedback combination), the result is an

observed PD controller:

Up = ki (Tref - finf) +k2(fref - %inf) (4.23)
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Figure 4.4: Nonlinear weighted feedback combiner layout. The feedback combiner takes
into consideration the proportional and time-varying error functions between the transient
profile generator and the observed states and proposes a control input u,,.

where u,, is the proposed control input and k; and k; are the proportional and derivative
control gains, respectively. Potential nonlinear operators are suggested by Han in [135],

where the proposed control input could be:

up = ki fal(Trer — Bing, Vi, h) + ko fal(trer — Ting, 1o, 1) (4.24)

where 0 < 71 < 1 < 7, are tuning parameters and the fal function is a nonlinear function

designed to improve convergence time. The fal function defined in [135] is as follows:

fal(e,y,h) o lel <& (4.25)
a 8,’)/, = .
| e|"sign(e), e[ =>h

The goal of the nonlinear feedback combiner is to converge at a faster rate than a PID
controller. It is similar to producing time-varying PD gain. Since a static proportional and
derivative gain can guarantee convergence for a reasonable range [136], tuning the values

of 71 and 7» can maintain this guarantee with the advantage of faster convergence times.

4.4.3 Extended State Disturbance Observer

Consider the MISO time varying system described in Section 4.2 with six measured states
variables defined by the vector ® € R*! i =1,2,3as ® = [x} xi x% x% x? xg]T =
6, 6, 6 6 6, 6,)7. A block diagram of a simplified controller with a single
extended state disturbance observer is shown in Fig. 4.5. For the DC-SEA, a system with
three independent states 6,,, 6y, and 6;, as well as their first time derivatives are measurable.
Therefore, a total of three system equations for the ADR controller can be utilized. Each of
the three second-order subsystems from Equations (4.1), (4.9), and (4.10), i.e., (i = 1,2,3),

and their respective nonlinearities can be described using the following set of equations
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Figure 4.5: Block diagram of a simplified version of the controller. The profile generator
adjusts the input at unrealistic instantaneous reference shifting to improve differential
tracking error; the nonlinear feedback combiner aggregates the proportional and differential
error in the states and proposes an input to the plant. The extended state observer provides
a means of estimating and compensating unmodeled disturbances by creating a new state
that encapsulates all disturbances in the system.

based on [137]:
) j 1 .1 .2 .2 .3 .3 ni
xl] - f{ (t7x17x27x17x27x17-x27Dl(t)>
i iy 1 1 2 .2 .3 3 nyi i(r 1 1 .2 .2 .3 .3
XIZ_le(t7xlax27x17x27x17x27Dl(t))+bl(t7xl7x2>x17x27x17x2)u (426)
Y =x

where f{ , fé, and b are imperfect or nonlinear functions describing the subsystem and any
external disturbances D(t) experienced by the subsystem, u/(¢) is the control input of
the subsystem, and y(¢) is the output, an angular displacement for the multi-input plant
described in Section 4.2. The two local total disturbance terms can be estimated and
combined by equating ¥, =y’ and &, = fi(¢,x],x},x},x3,x3,x3,D'(¢)), which provides the

following generalized description of the subsystem:

xl—ié

)E’z 8x2+3x2 8x1+3x2 ax2+3x2 8x1+8x2 8x2+3x2 3x1+a_£a_2+§§88_l?5
—3—‘3— %fz(t 22,03 D) + G bi e} e o ()

' =7

(4.27)
A linear approximation 5'(¢) for the nonlinear term 4’ allows the subsystem to be extended

by a new state representing the sum of disturbance as Xé. This disturbance and its unknown
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first time-derivative )Eg are defined by:

X =X +b'(0)ul(r)

12233)

. (4.28)
X3 — f3(l,xl,X2,.xl,X2,xl,xZ

where the total disturbance of the subsystem can be combined to produce:

. o oF dxl  9x dx! Ox dx? OF dx2  IF Ix3  IF Ix
_,3:_2+_%_1+%2+%1+%2+§1+§2
Jdt  Jx| dt  Odxy dt  dxi dt  Jx5 dt  Odx; dt  dx; Ot
0% dD' 0% 0xy 0% ;4 1 2 5 3 3
+aDl ot B axlz ot + axéfé(t7xl>x27x17x27x17x27Dl(t))

+ (gi?bi(t,xi,x%,x%,x%,x?,x%) —B’(t)) u'(r) (4.29)
2

The controller utilizes three extended state observers (ESO) to measure the angular

displacement and velocity of each of the subsystems. The ESO can be used to evaluate

discrepancies in expected values and, therefore, estimate disturbances in each of the

subsystems. The state extension of the ESO provides a means of evaluating nonlinearities

around the spring deflection, magnetic hysteresis, static friction, and other unmodelled

disturbances. Each of the three extended state observers can be defined as:

( . . . .
= 'xAl2 _B(l)]gl] (GWH 9[77 957 9bk75;\l(t))
2

- ﬁ(l)2g12(9m7 6177 957 Gbkv)};i(t)) —I—BI(I)M
5613 = _ﬁ(l)3gl3(6m7 9[?7 6S7 ebkh),;\i(t))

ai
X
ai
x2 —_—

(4.30)

where ﬁéj Jj = 1,2,3 are the observer gains for a dual integral plant state i and
8j(6m, 0, 65,0, ¥(t)) j = 1,2,3 are chosen error functions (potentially nonlinear)
considering the actuator backlash in Equation (4.18). This allows the ADR control input

contribution from each extended state disturbance observer u'(t) to be written as:

oo &)~
u'(t) = —— (4.31)
where ui, is the proposed control input from the nonlinear feedback weighted combiner

from Equation (4.24). An extension of the set of observers applied to the DC-SEA in this

section are included in the Appendix of this thesis.
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Figure 4.6: Overall updated nonlinear backlash compensated ADRC scheme for a multi-
input SEA. Three nonlinear feedback combiners (NFC) and three extended state observers
(ESO) are utilized to adapt to perturbations in the spring deflection. The reference is first
input into the backlash compensator, where an updated profile is implemented through the
transient profile generator. The estimated states from the ESO are then combined into NFC
and finally distributed through the control law.
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4.4.4 Control Law

There are two primary methods of handling the MIMO system for inferred torque control.
The first way of controlling the actuator, similar to a traditional series elastic actuator, is by
fully engaging the brake and exclusively using the motor to control the spring deflection.
This can reduce the number of controllable inputs to one and, therefore, reduce the number
of feasible solutions to obtaining a reference deflection. In this case, the control input is

simply:

B fhan(’c,ef - %infgc(fref - %inf>7h17r1) — X3

b Teb > Tout + Ts (432)

Vin =up =
where ¢ is a fine tuning parameter related to the differential error and X3 is the total
disturbance estimated by the motor angular position observer. In plants containing multiple
inputs working in tandem to achieve a common goal, there exist multiple solutions in the
ability to produce a reference torque and, therefore, a multi-input controller must be used.

A second method makes use of both controllable inputs in a distributive manner. Since
the contribution of the input can be tuned, the proposed input of the rejection controller can
be distributed between the motor voltage V), and brake voltage V,,. The two control inputs

are:

ug =f1(ksAbs) V'™ + fo(ksABy) V"™ (4.33)
4 pt (fhan ei,ciei,hi,ri — il
:_qu<f (¢} Z,iz 1,71) —£3) (4.34)
i=1

where eﬁ and eé are the proportional and time-varying error functions, respectively, for each
of the three disturbance observers. The proposed input distribution can converge provided
that:

VksABs < Tro (3 f1 (ksABs) > O] A [f2(ksABy) > 0] 5 A >0 (4.35)

and:

VksABs > Trele[fl (ksAes) < 0/\f2<ksAes> > O]
V (i (ksABy) = OA fo(kyABy] = ug/V,) 5 AB; <0 (4.36)

with f] € [-1,1], /> € [0, 1] being linear distributing functions dependent on the current
state of the spring deflection and the reference torque. g refers to the number of inputs and

i represents the number of outputs from feedback combiners. For the DCSEA, pil, qg=1,2
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Table 4.1: Active Disturbance Rejection Tuned Parameters

Gain T, ho ro ¢ by Por Pz PBos

Value 0.002 0.002 50 1 0.1 1 167 7813

is a tuning parameter to produce meaningful distribution of the inputs where ¢ = 1 relates
to motor voltage input and g = 2 relates to brake voltage input. An overall diagram of
the multi-input controller is displayed in Fig. 4.6. Note the three distinct extended state

observers and nonlinear feedback combiners for states 6,,, 6, and ;.

4.5 Experimental Results

The importance of backlash compensation in elastic actuators becomes more apparent in
an experimental setting. Fig. 4.7 compares three controllers when the multi-input actuator
behaves has a single-input device. Note that measured deflection in each of the three
compared control schemes are similar, however, each produces different torque profiles
at the output, rendering different results for the same measured parameters. To this end,
the brake is continuously engaged and, therefore, the device acts as a traditional SEA. The

evaluated SISO controllers are:

e Single-input controller 1: An active disturbance rejection controller (ADRC) without

backlash compensation;

e Single-input controller 2: A backlash-compensated active disturbance rejection

controller;

e Single-input controller 3: A proportional-integral-derivative (PID) controller as a

basis of comparison.

The tuned parameters for all ADR controllers used are provided in Table 4.1. The actuator
was connected to a static load cell and a reference deflection (pseudo-torque control) was
controlled in square pulses of +1 rad. Fig. 4.7(a) demonstrates the performance of the
three controllers to a specified reference deflection.

All three controllers are able to effectively control the measured deflection, however,
the torques experienced at the output can vary due to the effects of backlash. If backlash is
not considered, which is the case for PID and classical ADRC, raw encoder inputs about the
deflection are taken to be the true deflection angle of the spring causing deviations in the
expected output torque (A6s; = 6, — 65 — Oy;). With backlash compensation, an updated
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Figure 4.7: Results of single-input deflection control with PID, classical ADRC, and
backlash compensated ADRC.

estimation of the true deflection can be inferred through the addition of the estimated
backlash angle (AB; = (6, — Os — Opi) + Opr).

The next experiments were conducted using the multi-input control law Equation
(4.34), separating control effort between the brake and motor. The distributive method

was applied providing the following evaluated controllers:

e Multi-input controller 1: An active disturbance rejection controller (ADRC) without

backlash compensation;

e Multi-input controller 2: A backlash-compensated active disturbance rejection

controller;

e Multi-input controller 3: PID controller single output distributed as V;, = 0.7uqy and
Vm = 0.3140.

Fig. 4.8(a) demonstrates a similar experiment utilizing both inputs of the series elastic
actuator. The raw measured deflection of the backlash compensated ADRC does not
follow the reference trajectory as closely as the classical controllers to compensate for
uncertainties in the actuator backlash. This provides an output torque with better symmetry
that is not dependent on the initial conditions (6, at t = 0). The effects of backlash
compensation are most apparent at low torques and in the transition from positive to
negative reference deflections. Fig. 4.9(a) demonstrates a scenario in which the desired
spring deflection continuously transitions from 1 rad to -1 rad. Similar to previous
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Figure 4.8: Results of multi-input control on the spring deflection to reference square

pulses. The backlash compensated ADRC has an updated reference deflection profile to
compensate for nonlinearities in the spring.

experiments, each of the three compared controllers were able to maintain the desired
deflection, however, only the backlash compensated controller generates an estimate of the
backlash angle ébk as shown in Fig. 4.9(b). Fig. 4.9(c) demonstrates the measured output
torque for all three controllers and compares the output torque to an ideal linear spring.
As shown, the controllers without backlash compensation were influenced heavily by the
nonlinearity in the spring and the zero-torque deadzone caused by actuator backlash. In the
controller with backlash compensation, the output torque relates closer to the ideal linear
spring and has a minimal deadzone. Total error from an ideal linear proportional output for

each controller is displayed in Fig. 4.9(d).

4.6 Conclusions

SEAs encapsulate the ability to effectively infer the output torque in a cost-effective
manner and to this end, torque estimation and resolution are important metrics to evaluate
the performance. Active disturbance rejection is an attractive control method for elastic
actuators as it is able to handle nonlinear effects as well as other unmodelled disturbances.
SEAs tend to be largely nonlinear and, therefore, ADRC provides the advantages of using
an error-based control method without having a perfect model of the plant.
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Figure 4.9: Demonstration of nonlinearities in spring through multi-input sawtooth
deflection control. (a) shows the deflection control using PID, classical ADRC, as well
as backlash-compensated ADRC. The backlash-compensated ADRC demonstrates the
corrected true deflection angle (6,, — 6,) as well as the raw measured angle (6,, — 6 — ébk).
(b) shows the estimated backlash angle ébk. (c) Demonstrates the measured output torque
compared to an ideal linear spring and a system with no backlash. Zero-torque deadzones
are also highlighted as an effect of actuator nonlinearities. (d) shows the error between the
measured torques for each controller and an ideal spring.
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However, the nonlinearities around deflection of the spring can cause unwanted
behavior of the device since spring deflection is often the controlled parameter in elastic
actuators. There is no way to determine the exact output torque of series elastic actuators
without the use of external sensing devices and, therefore, an ideal elastic actuator would
have a linear relationship between the measured/estimated spring deflection and the output
torque. To this end, mechanical backlash can have adverse effects on the performance of a
series elastic actuator if it is desirable to operate the actuator without a force/torque sensor.

The proposed unified backlash-compensated multi-input active disturbance rejection
controller is a robust method to reduce the effect of nonlinearities caused by mechanical
backlash and spring deflection on the output torque. The updated reference deflection
profile allows the output torque to follow a desired trajectory with less error caused from
directional changes or at low torques, improving the overall torque bandwidth of the
actuator. Accounting for backlash in the actuator also ensures the true deflection in the
spring is as accurate and symmetric as possible. Compensating for this nonlinearity is
easily implementable and produced consistent results as compared to classical error-based
control methods. Proper deflection control in human-machine interaction is important to
maintain safety and minimize uncertainty when a device interacts with an operator, while
providing a cost-effective alternative to inferring the output torque experienced by the user.
To this end, there are a number of different gains mentioned in this chapter that are able to
be tuned to create an optimal controller for the DC-SEA. However, the gains are generally
associated with nonlinear functions, where the impact of adjustment of these gains cannot
be solved analytically. This is especially true for multi-input actuators, as there are multiple
solutions to achieve a common goal. To mitigate this issue, a multiobjective optimization
strategy should be implemented to determine a set of gains that produce desirable responses
to the actuator. The following chapter introduces a stochastic multiobjective optimizer

tailored to solving the issue of robust control of the complex actuator.
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Chapter 5

Multi-Objective Controller
Optimization

5.1 Introduction

OBUST controllers are often model-based. This adds an element of complexity to
R the controller design and requires significantly more background knowledge about
a plant to create the model. In many cases creating the model is not feasible or, if time is
of the essence, resource consuming. This is where active disturbance rejection flourishes,
since ADRC is error based and the exact mathematical model need not be known. ADRC
is a viable substitute for PID where a more robust controller is necessary [138-141].
PID controllers have three tuning parameters, each with well defined properties. ADRC,
however, can have upwards of eight tuning parameters for each controlled state. Therefore,
tuning the controller may be challenging and rely completely on the control objective for a
given application.

Single-objective genetic algorithms (GAs) have been used to optimize an ADRC for an
unmanned underwater vehicle [142] and for an aircraft [143]. Other optimization strategies,
such as particle swarm optimization and their variants, have been used in the design of ADR
force controllers [144], temperature controllers [145], and rocket position controllers [146].
In other applications, ant colony optimization [147] and a chaotic cloud cloning selection
algorithm [148] were also used. All of these methods used single objective optimization
algorithms to optimize for a single control objective. Optimizing a controller, however,
is often not a single objective task. An ADRC gain can result in conflicting performance
parameters such as rise time, settling time, overshoot, control effort, and tracking error. In

the majority of design problems these objectives need to be considered and balanced.
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A better approach to automate the tuning of an ADRC should incorporate a multi-
objective optimizer. Standard algorithms used to solve multi-objective problems include
nondominated sorting genetic algorithms (NSGA-II) and strength pareto evolutionary
algorithms (SPEA2). However, in problems with an increased number of objectives, the
performance of these algorithms begins to deteriorate [149, 150]. For this reason, other
solvers capable of solving many-objective problems must be used.

The problem encountered by all GA-based solvers can be traced back to the dominance
of points in multi-objective problems. A solution that performs better than another in at
least one objective is said to be dominant, provided that the solution does not perform
worse on any other objective. As the number of objectives increases, the number of
non-dominated solutions also increase. That is, each solution becomes uniquely optimal
and, therefore, the algorithm cannot progress. With enough objectives, all points in the
solution become non-dominated by any other solution. To address this issue, researchers
have suggested use of reference point domination [151]. In NSGA-III, reference-point
dominance is used to improve the diversity of the solutions along the Pareto front [152].
The algorithm forces the solutions to distribute along the searchspace, which can guarantee
that solutions will be found relatively fast [153]. This concept was further developed
in [154], where another algorithm, 8-NSGA-III, used the same reference points in NSGA-
IIT to push solutions closer to the Pareto front. This method was then combined with
preference incorporation approaches in [155] to create a new algorithm, the RPD-NSGA-
II. This algorithm further improved convergence and diversity of the solutions while out-
performing both of its predecessors. Since the RPD-NSGA-II algorithm was the most
efficient of existing multi-objective solvers, it was selected to tackle the multi-objective

problem presented in tuning the variables present in an ADRC in this chapter.

5.2 Reference Point Dominance-Based Nondominated

Sorting Genetic Algorithm

Optimization of a high dimensional problem with multiple goals becomes much more
complicated than a standard single-objective case. In this regard, it often occurs where
intermediate steps to achieve a particular goal contradict one another. Therefore, it
is necessary to create a compromise between a problem with two or more objectives.
Consider a simplified motor with an inertial load, such as the one shown in Fig. 5.1. A
system such as this one can be optimized for a proportional error controller gain kj, around

multiple objectives. For the purpose of demonstration, consider two objectives that are not
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Figure 5.1: Simple motor system with inertial load. (a) is a figure representing the system,
and (b) demonstrates the closed loop block diagram with proportional speed control gain
kp.

independent of one another: the minimization of control effort and rise time. In this case,
rise time is a direct function of control effort and a larger control effort (applied voltage)
would cause the system to achieve a larger magnitude of acceleration. If the control effort
is to be minimized, the system would experience minimal acceleration and, therefore, have
an extended rise time. Since the two objectives are in opposition, there might not be a
single solution to determine the best outcome of the system. In fact, a set of optimal
solutions create a pareto front. That is, a set of solutions that are not dominated by any
other solution. Fig. 5.2 demonstrates this phenomenon, where the solutions connected with
a dotted line represent the location of entirely nondominated solutions (pareto front). The
dominated solutions in the figure have one or more solutions with a more optimal value for
at least one of the objectives. This is represented in the figure by shaded regions, where
the dominating solution lies on the bottom left corner of the regions and any other solution
that is within this region is, therefore, dominated for the dual minimization objectives. In
problems with multiple objectives, issues may arise around the diversity of solutions around

complex pareto fronts [156, 157].

5.2.1 Convergence and Diversity

In multi-objective optimization, the goal is to obtain a set of potential solutions with

satisfactory performance on all fronts. After the optimization process has run its course, the

solution is chosen based on what the designer decides are the most important objectives.

If there is significant emphasis on specific objectives, an aggregation method could be

implemented a priori and bias solutions closer to the emphasized objective. However, for
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Figure 5.2: Pareto front definition

complex systems it can be hard to distinguish which objectives are the most significant and
putting too much emphasis on specific objectives can have adverse effects on the quality
of solutions after the optimizer has terminated. The evaluated RPD-NSGA-II algorithm
from [155] aims to address this issue by placing emphasis on the diversity of the population
in the evolutionary algorithm. The goal of the RPD-NSGA-II is to have a combination of
convergence and diversity, which are not independent of one another. The stochastic nature
of evolutionary algorithms helps improve diversity in search for optimal solutions, the non-
RPD-dominated sorting and selection of the multiple pareto fronts allows for convergence

around the objectives.

5.2.2 Reference Points and Distance Measures

The diversity guarantee of the RPD-NSGA-II algorithm is attributed to the reference points
generated at the beginning of the process. The reference points are generated using
a method proposed in [158], where a set of evenly distributed points on a normalized
hyperplane as shown in Fig. 5.3(a). Once the values of fitness for each objective are
obtained, each range of fitness values are normalized by the maximum and minimum
values, obtaining the solution set as marked by the green points in Fig. 5.3(b). The potential
solutions are then associated with the nearest reference point vector from the ideal point
(origin for minimization problems) along the normalized hyperplane. Consider the set of
solutions in Fig. 5.3(b) that are nearing the plane f, = 0. A two-dimensional visualization
is displayed in Fig. 5.3(c), where each of the solutions are attributed to a reference point.

In this example, solution a is associated with reference point r, and solutions b and ¢ are
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Figure 5.3: RPD-NSGA-II reference points and distance measures

associated with reference point r3. Once all of the solutions have been associated with
their respective closest reference point, each solution is assigned two distance measures, d;
and d», used to aid in the non-RPD-dominated sorting process. Distance measure d; refers
to the magnitude of the distance between the origin (for minimization problems) and the
normal drawn from the reference vector to the potential solution, as in Fig. 5.3(c). This
distance relates to convergence of the solutions, as a smaller magnitude of d; means better
overall fitness of a solution. Distance measure d; refers to the magnitude of the normal as
in Fig. 5.3(d). This distance is used to help encourage diversity in the selection process
for the next generation, as reference points with solution crowding will begin to reduce

emphasis on some of the solutions to favour diversity.

5.2.3 RP-Dominance and Non-RPD-Dominated Sorting

The two distance measurements are used to evaluate a solution’s dominance over other
solutions, therefore, generating an alternative to determining pareto fronts apart from
pareto-dominance. A potential solution X; = [x1,x2,...,X,| with the multi-objective fitness

value taking the form F(x;) = [f1(x1), f2(X1), ..., fn(X1)] is said to pareto dominate another
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Figure 5.4: RPD-NSGA-II Algorithm

solution Xy = [x1,x2,...,%n| | F(X2) = [f1(X2), fo(X2),..., fu(x0)] if fj(x1) < fi(x2)) Vj =
1,2,...,n and for at least one j =1,2,...,n, | fj(x1) < fj(x2). For the RPD-NSGA-II
algorithm, dominance of a solution over another is taken a step further. A solution x; is
said to RP-dominate another solution x; if x; pareto dominates x, or if X; and x, are pareto

equivalent and any of the following are true [155]:

e Both solutions are associated with the same reference point, but the value of d; for

X1 is less than the value of d; for x;; or

e Both solutions are associated with different reference points, but the value of d; for
X1 is less than the value of d; for x, and there are less solutions associated with the
same reference point as X; than that of x,. This operation is known as computing the

reference point density.

Therefore, the entire population can be evaluated and placed into various dominating ranks.
The ranks are an extension of pareto-dominance, with emphasis on diversity due to the
second condition above. This methodology is referred to as non-RPD-dominated sorting
[155]. Once the entire population has been sorted, the top 50% of solutions among the best
performing RP-dominated pareto fronts progress to the next generation of the optimization
loop as the parent population. If the termination condition of the optimization process is not
achieved, the newly recreated parent population is varied using standard stochastic genetic
algorithm operators (crossover and mutation) and is re-evaluated for its fitness and distance

measures. The total algorithm with all components is displayed in Fig. 5.4.
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Figure 5.5: The top figure demonstrates the response of a system f(¢) to a reference
r(t). The bottom figure represents the control output u(z) for this device. The figure
demonstrates common controller objectives such as tracking error E;, control effort Uy,
percent overshoot P,, rise time ¢,, settling time #;,, maximum input U, steady-state error
ess, disengagement time z;, and number of input direction changes N.

5.3 Performance Objectives for ADRC

In the context of control, there are a number of competing objectives for any given
problem. Depending on the design, the plant, and other physical limitations of controller
implementation, the most optimal solution for a given problem may not be immediately
obvious. In most applications, there are many parameters that hold significant weight over
others and conditions that must be taken into consideration. The optimized objectives in

this chapter pertain to the following:

1. Tracking Error (E;): Refers to the integral of the error over all time. This is
displayed as the sum of the shaded region in Fig. 5.5. Ideally, E; = 0, which refers to

perfect tracking between the reference r(¢) and the actual output f(¢). i.e.,
t t
E = / | reference — actual | df = / | r(t) — f(¢2) | dt (5.1)
0 0

2. Control Effort (U;): Refers to the integral of the controller output u(z) over all time.

U; relates to the efficiency of a system, which is particularly useful in continuous or
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high power applications. U; is defined as:
t

U = / u(t) | dr (5.2)
0

. Percent Overshoot (P,): Refers to the percentage of the maximum output value that
exceeds the reference. This is particularly useful in applications where the output
f(¢) is nearing rated hardware limits, or where the output has nonlinear components.

P, is defined as:
maxf(t) —r(t)
Pp=—tr
r(t)

. Rise Time (7,): Rise time refers to the time it takes for the system to reach a value

x 100% (5.3)

that is 95% of the reference value from the time of transience. This is useful for high

speed switching applications. #, is defined by:

tr =min(z) | f(t) > 0.95 x r(z) (5.4)

. Settling Time (z;): Refers to the time it takes for the system to permanently settle
within £5% of the reference value measured from the time of transience. The settling
time 7, is defined as:

ty = max(t) where | (f(¢t)—r(z)) |> 0.05%r(t) (5.5)

. Maximum Input (u,,,): Refers to the maximum value of the controller output
during the entire control process. This objective is useful in applications where the
source is limited, nearing saturation, or there are tight tolerances around the applied

input to the plant. u,,, is defined as:

Umax = max(u(t)) (5.6)

. Steady-State Error (eg): Steady-state error refers to the resulting error between
the final value of the reference and the settled output state when ¢ — oo in reference
trajectories with a finite number of transient events. This is particularly useful in high
precision applications where there are tight tolerances on the final state of the output.

The steady-state error ey, is defined as:

ess = r(o0) — f(o0) (5.7
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8. Disengagement Time (7;): Disengagement time is the time it takes a system to
release energy or reverse back to an initial state. It is measured from the time
disengagement is initiated, ?#,;, to the time when the system is within 5% of the
reference value at the time disengagement was initiated. This is important in
applications regarding physical interaction with humans, as a source of collision

mitigation. #; is defined as:

tg =min(r) | f(z) <0.05 X r(ty) (5.8)

9. Number of Input Direction Changes Nj: Refers to the number of instances
the control effort changes direction throughout the simulation. High switching
applications become difficult to physically implement and can damage sensitive

plants. Ny is defined as:

M= sign(u(r)) — ;ign(u(t —1) (5.9)

Each of the above objectives are minimization functions, where the minimum value of each
objective translates to better performance. A graphical representation of each of the above

objective functions are displayed in Fig. 5.5.

5.3.1 ADRC Tunable Parameters

Due to the large number of tunable parameters in the disturbance rejection controller, it
becomes difficult to evaluate the contribution of each parameter on the performance of the
device. The number of parameters to be optimized depends on the order and dimension
of the problem. For each independent variable (inclusive of all time derivatives), there is
one observer to estimate the states and one total disturbance term for the subsystem. The

extended state observer for an n-th order plant (or subsystem) can be represented as follows:

(

<>

1 =% — Porg1(x1 —¥(t))

$2 = %3 — PBoaga(x1 — (1))

| ) (5.10)
Jen :)en-i—l _BO(n)gn<xl _)A)(t)) +b(t)u

fut = —Bogue st (51— 900)

y=1x
\
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This system has (n+ 1) proportional observer gains BO(I,Z.(n +1)) and depending on the
function g1 5 (,11), potentially more. Han proposed using nonlinear fal functions for the
observer error functions [135], each of which is defined by Equation (4.25) and have a
tuning parameter of their own, that is y. The proposed method suggests using n nonlinear
functions per observer. Therefore, the total number of tuning parameters per observer is
(2n) for nonlinear extended state observers and (n+ 1) for linear extended state observers.

Similarly, there are a varying number of tunable parameters dependent on the type of
feedback combiner chosen and the number of unique states. For example, a simple linear
proportional-derivative controller has n gains for an n-th order plant. That means, for a
second-order plant there are two gains, usually denoted &, and k. If the nonlinear feedback
combiner is chosen to be a weighted fal function as in Equation (4.24), the number of
tunable parameters per feedback combiner is (2n). The total dimension is multiplied by
the number of extended state observers n,p;.

For MIMO systems, from Equation (4.34), there are an additional number of tunable
gains equal to the number of inputs multiplied by the number of extended observers
Nin X Neps. Multi-input systems also have multiple transient profile generators similar to
the profile generator in Section 4.4.1. Each fhan function, defined by Equation (4.22) in
the transient profile generator has two controllable parameters, ro and hg. Therefore, the
number of tunable parameters from the transient profile generators is twice the number of
extended observers 2n,,;. The total number of tunable gains are is displayed by Table 5.1,

where the definitions of each of the tunable gain is defined in the Appendix of this thesis.

Table 5.1: Number of Optimizable Gains in an ADRC

Feedback Combiner
PD fal fhan
Linear Nops(Min +2n+3) | Rops(nin +3n+3) | nops(nin+n+6)
Nonlinear | nyps(nip +3n+2) | nops(nin +4n+2) | nops(nip +2n+5)

ESO

5.4 Optimizer Validation

Before diving into a difficult multi-input, high dimensional problem, a simplified plant was

used to evaluate the validity of the optimizer. The plant is a classical inverted pendulum

on a cart. A simplified drawing of the system is shown in Fig. 5.6. For the inverted

pendulum plant there are two extended state observers n,,; = 2: one that monitors the

position of the cart and the other that monitors the angular position of the pendulum.

Each linear extended state observer has three observer gains, Bo;, Boz, and PBoz, and
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Figure 5.6: Simplified setup of an inverted pendulum on a cart.

Table 5.2: Optimizer Boundary Conditions

Variable Range

Aggr. Control Loop 1x107° < hip, hie < 1X 10°!
Acceleration Limit 1x1073 < rp, e < 1X 10?
Damping Coefficient 0.5<cp, ce<1.5
Observer Gains 0.5 < Boip, Boic <2

131078 < Bo3)ps Bog)e <1x1073

used nonlinear error feedback combiners, fal, each containing an acceleration limit of
the tracking differentiator, ri, and the damping coefficient, ¢;. Lastly, 1, and h. are
parameters for the pendulum and cart, respectively, that determine the aggressiveness of
their control loops [135]. The ranges for the variables was determined by centralizing the
gains within a range commonly used throughout the literature. Based on the suggested
estimates of the gains, the ranges were provided such that the search space would be
large without compromising the basis of operation for the extended state observers and
the nonlinear time-optimal tracking functions. As previously discussed, the gains will be
adjusted to optimize performance for several objectives, namely: tracking error of the cart,
tracking error of the pendulum, controller effort, rise time, percent overshoot, settling
time, and steady-state error as shown in Fig. 5.5. Repeated sampling was performed
to account for the stochastic nature of the algorithm. Each sample was performed with
1,000 generations. The crossover and mutation variation parameters were set to 20, as
per recommendations from [159]. Boundary conditions were applied to the parameters to
prevent infeasible solutions. The conditions are presented in Table 5.2. Taking all of the
total controller tunable parameters into consideration, the gains that are to be optimized
for the inverted pendulum are the observer gains By, i = 1,2,3 and the discrete feedback
combiner gains c, &, and r. Throughout the literature on active disturbance rejection control,
the choices of the aforementioned gains are more subjective than analytical. The proposed
gains from [135] are at most a good starting point for an optimization process.

In order to simulate a rather challenging environment, the inverted pendulum was
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Figure 5.7: Simulated optimization results with emphasis on tracking error

commanded to respond to a change in desired cart position, starting with a step input
from O m to 0.1 m, and then following a sine wave with angular frequency 1 rad/s as
0.1sin(z). Apart from the change in cart position, a disturbance was added to the system
to try and bring the pendulum out of equilibrium. An impulse of 0.087 radians (=~ 59)
applied to the pendulum angle was introduced to the system at 5.5 seconds to show that
the rejection controller is able to handle this disturbance. As discussed in the introduction,
the optimizer used for this task is the RPD-NSGA-II from [155]. The reference normalized
hyperplane was set to have 10 divisions between fitness values. From this hyperplane,
each normalized candidate fitness vector was given a convergence distance d to its nearest
reference point using the diversity metric d>. The density of each reference point was then
computed and used to truncate the final reference-point dominated front to be passed to the
next generation. The crossover scheme used in this optimization process was a simulated
binary crossover (SBX) which is evaluated in more depth in [160] and [161]. The mutation
variation was done with polynomial mutation similar to that described in [159] and the

variation process was inherited from [162].

5.4.1 Validation Results

To verify the results of the optimizer and simulation, a set of the tuned gains biased toward
tracking error were implemented on a physical inverted pendulum system. The resulting
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Table 5.3: Optimized Gains for the Inverted Pendulum

Gan By B B W q
Pendulum | 1.1362 0.4993 0.4152 52.8565 0.9969 0.9878
Cart 1.1465 0.6491 0.4744 439430 0.3683 1.0543
O ribdatomn Reference  —Measured Position ---Simulated Pgsition Error
: N
2 04 3
g )
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Figure 5.8: Experimental results. The inverted pendulum model validation for the cart
position with the pendulum detached.

gains from the optimizer are displayed in Table 5.3. The angle of the pendulum bar and
the rotation of the motor shaft were measured using AMT102-V quadrature encoders.
Fig. 5.7 demonstrates the performance of the optimized parameters at various generations
by selecting members of the population that dominate on the tracking error front. Fig. 5.8
demonstrates the experimentally validated cart performance results with the ADRC gain
values found with the optimizer. The RPD-NSGA-II algorithm was able to compute the
parameter values to achieve the desired performance on the inverted pendulum system.

5.5 Multiobjective Optimization of the Differentially-

Clutched Series Elastic Actuator Controller

Once the optimizer was validated, it was applied to the multi-input DC-SEA. A similar
reference profile to that shown in Fig. 5.5 was selected in an attempt to reproduce a desired
spring deflection. The reference profile was selected to be challenging for the controller, as
well as provide the necessary metrics to compute meaningful values for each objective in
Section 5.3. The goal was to achieve a desired spring deflection in the actuator, translating
to a similar output torque profile. The controller was chosen to have two extended state
observers, one for controlling the contributions to the output deflection based on the
motor’s angular displacement and one for controlling the output deflection based on the
angular displacement of the magnetic particle brake. Two observers were chosen due to the
constrained condition of the actuator to measure the output torque using a load cell and,

therefore, due to this constraint, 8, = 0 — 6, = —6,, diminishing the need for a third
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extended state observer. The feedback combiner chosen was of the nonlinear type, utilizing
the fhan function from Equation 4.22 in Chapter 4. Therefore, from Table 5.1, there are a

total of 22 tunable parameters in this case, the gains are displayed in Table 5.4.

Table 5.4: Optimized Gains for the DC-SEA

I I I 1 I I I I I I I
Motor Subsystem | ] 0, By, By Boz 1 Py g hy i

y) 7 R2 ) 2 A R )
Brake Subsystem | & & By, By By pi ops oty hy i M

[\

5.5.1 Simulation Results

The simulation consisted of the mathematical state-space model of the DC-SEA plant from
Section 4.2. For every generation of the optimizer, the entire merged population (parent
population and varied population, see Fig. 5.4) was simulated and the fitness values for each
objective was determined. At times, the simulator would exit in error due to issues around
singularities and, therefore, the population member causing the error was given a large
fitness value to bias against the solution when selection occurred. The optimizer was chosen
to have the crossover and mutation variation parameters set to 35, with a population of 300,
over a total of 500 generations. To ensure the results provided meaningful control of the
plant, a bias was placed on the tracking error. This provided much more desirable results,
where the fitness values for increasing generations are displayed in Table 5.5. However,
some objectives did experience some issues, which will be highlighted later. A general

overview on the performance of the simulations is displayed in the Appendix.

5.6 Experimental Results

Once the optimization algorithm had run its course, the resulting final population set was
evaluated experimentally with the differentially-clutched series elastic actuator. For each
objective, the solution that provided the minimum was selected and the gains determined
from the optimizer were physically implemented. Each of the following subsections

displays the performance of the optimizer for that particular objective.

5.6.1 Tracking Error

In the context of control systems, tracking error is by far the most desirable parameters for
a controller’s ability. In the context of the DC-SEA, minimal tracking error refers to the

closeness of the desired torque to a reference torque indicated by a clinician for suitable
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Table 5.5: Objective Performance Over 500 Generations

Gen. | E; U; P, ty ts Unax s ty

10 0.9473 0.0259 31.9130 0.1580 0.5640 0.0893 0.0061 0.0040
20 0.8659 0.0251 35.7546 0.1540 0.5580 0.0891 0.0023 0.0040
30 0.8646 0.0245 26.0960 0.1540 0.5580 0.0899 0.0008 0.0100
40 0.8643 0.0236 25.8270 0.1540 0.5580 0.0916 0.0012 0.0060
50 0.8637 0.0224 22.4342 0.1540 0.5560 0.0882 0.0003 0.0760
100 | 0.8637 0.0219 15.5938 0.1620 0.5560 0.0784 0.0002 0.1420
150 | 0.8634 0.0220 17.8958 0.1240 0.5560 0.0786 0.0003 0.1140
200 | 0.8632 0.0236 15.3149 0.1600 0.5560 0.0897 0.0003 0.1420
250 | 0.8632 0.0249 25.5363 0.1240 0.5560 0.1004 0.0008 0.0080
300 | 0.8607 0.0270 25.7025 0.1340 0.5580 0.1030 0.0018 0.0040
350 | 0.8588 0.0288 10.9756 0.1240 0.8820 0.1220 0.0036 0.0040
400 | 0.8569 0.0256 1.2602 0.1240 1.2220 0.1742 0.0117 0.0060
450 | 0.8567 0.0238 4.5807 0.1260 0.5560 0.0974 0.0007 0.0220
500 | 0.8557 0.0225 0.0378 0.1260 0.5540 0.0904 0.0010 0.0460

OOOODJU)MUIUIUIUILAU]U}Z
>

rehabilitation. The strict adherence of a desired output state to a reference profile is the goal
of all control systems and, therefore, this objective was biased in evaluating fitness in the
optimizer. The results for tracking error in both the simulation and the experiment for the
optimized gains determined in Table 5.6 are displayed in Fig. 5.9. From the experiments,
one can discern that the DC-SEA was able to maintain reasonable tracking of the deflection
in the spring. The small perturbation around 12 seconds is the point in which the backlash
angle changed directions and, therefore, caused a brief spike in error. Generally speaking,
the performance of the controller is well matched with the results obtained in simulation,

and certainly performs favourable for reference tracking.

Table 5.6: Optimized Gains for Tracking Error

Gain o o Py Bn B P py vy Ry K
Motor ESO | 050 0.18 162 2248 47.59 086 003 4294 101 4261 0.95
Brake ESO | 047 0.14 156 17.84 41.18 040 097 38.19 098 3236 0095

5.6.2 Control Effort

The ability of a plant to track a desired trajectory while minimizing the controller effort
is ideal, as the controller effort can relate to the efficiency of a controller to reach its
goal. Control effort is a significant objective in the DC-SEA, as it pertains to higher

efficiency in the devices to be used for in-home rehabilitation. The gains determined by
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Figure 5.9: Experimental results. The best result obtained from using the controller gains
determined by the optimizer biased towards the tracking error objective.

the optimizer with a minimum value for control effort fitness were implemented and the
results are displayed for the optimized gains highlighted in Table 5.7 in Fig. 5.10.

Table 5.7: Optimized Gains for Controller Effort

Gain o 6 By B By oM Py o K
Motor ESO | 046 0.18 175 2616 40.39 085 0.14 3907 087 44.16 0.8
Brake ESO | 036 0.16 1.51 20.16 37.50 030 0.60 3536 0.J5 4357 0.85

5.6.3 Percent Overshoot

Minimizing percent overshoot for systems quickly reaching the reference is important for
plants that require a fast and accurate response to transient states. In plants where precision
is absolutely necessary and given strict conditions on how much error the plant is able
to have after reaching the specified reference, percent overshoot is of utmost importance.
This is applicable in devices aimed toward robot-assisted rehabilitation, as a large percent
overshoot could result in patient overexertion. The results for percent overshoot in both

the simulation and the experiment for the gains highlighted in Table 5.8 are displayed in
Fig. 5.11.

5.6.4 Rise Time

Rise time refers to the time it takes for a plant to reach the reference after a transient state.
In this case, the optimized controller was determined to have a completely different set of
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Figure 5.10: Experimental results. The best result obtained from using the controller gains

determined by the optimizer biased towards minimizing control effort.

Table 5.8: Optimized Gains for Percent Overshoot

: ; 7 ; 7 7 ; 7 7 7
Gain oy %) Boi  Bin Bos Di D o hy

7 7
Al h

Motor ESO | 0.50 0.16 146 25.02 3865 0.14 0.69 38.67 092 3876 0.96

Brake ESO | 046 0.14 1.34 2295 3545 0.14 0.64 3547 0.85 3555 0.89

gains as compared to other controller gains in this section. Even though tracking error of
the plant was biased, the final population of the S00™ generation contained members with
unstable controllers, however, this instability does ensure the output rises as quickly to the
reference as possible. This is a good example on the importance of defining objectives
and biasing the outcome based on the more important objectives. If there were no bias on
any objective, the unstable controller shown in Fig. 5.12 would be a feasible solution and

would become selected for variation into future generations. For the most part, this can

have adverse effects on the progression of the controller gains, as it contradicts most of the

other objectives. The discovered gains are displayed in Table 5.9. For obvious reasons, the

controller was not implemented experimentally.

Table 5.9: Optimized Gains for Rise Time

Gain o 6 Py B By M Py oK
Motor ESO | 0.19 049 138 2459 81.02 077 033 3203 008 4323 0.8
Brake ESO | 0.15 048 124 2299 6482 0.7 063 3057 008 4165 027
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Figure 5.11: Experimental results. The best result obtained from using the controller gains
determined by the optimizer biased towards minimizing percent overshoot.

Table 5.10: Optimized Gains for Settling Time

Gain o 6 By Bp By M p oy oA M
Motor ESO | 048 0.19 1.67 2524 4631 074 023 4240 102 4147 096
Brake ESO | 041 0.18 131 2131 4225 021 084 41.60 096 40.19 092

5.6.5 Settling Time

Settling time refers to the minimum time it takes for the output to reach and remain within
5% of the reference. The settling time can be a good metric to determine stability in
response to a transient state. Settling time is a good metric for elastic actuators, as the
spring element can add unwanted oscillation. Therefore, the settling time can be used to
determine a controller that combats this oscillation. The results for the settling time in both

the simulation and the experiment for the gains highlighted in Table 5.10 are displayed in
Fig. 5.13.

5.6.6 Maximum Input

Maximum input is important for devices to be used in close proximity to humans. If the
value of the control output is kept to a minimum, the power sources can be selected to be
within safe ranges to humans. In this case, the minimum objective for u,,,, was the same as
that for U;. Which is intuitive as both are trying to minimize the input. The results for the
maximum input value in both the simulation and the experiment for the gains highlighted

in Table 5.11 are displayed in Fig. 5.14.
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Figure 5.12: Experimental results. The best result obtained from using the controller gains
determined by the optimizer biased towards minimizing rise time.
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Figure 5.13: The best result obtained from using the controller gains determined by the
optimizer biased towards minimizing the settling time of the spring deflection.

5.6.7 Steady-State Error

Minimizing steady-state error is important in the DS-SEA where precision in proper torque
control is more desirable than the time it takes to reach the reference, allowing for smooth,
well-defined motions. The condition for steady-state error was measured after the initial
transient stage between zero and eight seconds. The optimized steady-state error was only
considered for the static reference and not for the sinusoidal reference. The results of the

steady-state error for the gains discovered in Table 5.11 are displayed in Fig. 5.14.
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Figure 5.14: Experimental results. The best result obtained from using the controller gains
determined by the optimizer biased towards minimizing the maximum value of the input.

Table 5.11: Optimized Gains for Maximum Input Value

Gain % Py Bp B Py g hy r R
Motor ESO | 046 0.18 1.75 26.16 40.39 085 0.14 3907 087 44.16 0.98
Brake ESO | 036 0.16 1.51 20.16 37.50 030 0.69 3536 0.5 4357 085
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Figure 5.15: Experimental results. The best result obtained from using the controller gains
determined by the optimizer biased towards minimizing steady-state error.

5.6.8 Time to Disengagement

Time to disengagement is an important damage mitigation strategy. In the context of
human-machine collaboration, the time it takes to diminish stored energy in a plant to

zero is important in the event of a collision. Quickly reducing the amount of energy in
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Table 5.12: Optimized Gains for Steady-State Error

Gain o % By P B M Py oK
Motor ESO | 0.48 0.18 168 24.84 4025 096 037 4062 0.79 4554 096
Brake ESO | 0.37 0.15 165 2338 3670 033 099 40.18 0.5 38.15 0.785

the actuator can ensure there is no holding torque and minimizes the amount of energy
transferred to the output. The results of the controller minizing time to disengagement
using the gains in Table 5.13 in both the simulation and the experiment are displayed in

Fig. 5.16.

Table 5.13: Optimized Gains for Disengagement Time

Gain o 6 By B B oM P oy Wy o K
Motor ESO | 0.09 037 151 4734 4920 080 0.18 2982 165 71.74 061
Brake ESO | 0.08 034 123 4510 4075 007 085 2516 133 7029 047
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Figure 5.16: Experimental results. The best result obtained from using the controller gains
determined by the optimizer biased towards minimizing disengagement time.

5.6.9 Number of Input Crossings

This objective was inserted into the algorithm as a method to reduce the number of high-

switching solutions from the population. As displayed in the best solutions for rise time,

high switching applications are not only difficult to implement physically, but they can also

be hard on the plant by accelerating wear. This type of bang-bang control is undesirable

and, therefore, this objective was put in place to persuade the solution set against high-

switching applications. Therefore, this objective was given low preference and the fitness
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value was a function of the number of input direction changes, therefore, naturally
unbiasing high switching solutions. The results for the number of input crossings for the

gains displayed in Table 5.14 in both the simulation and the experiment is demonstrated in

Fig. 5.17.
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Figure 5.17: Experimental results for the best result obtained from the optimizer
minimizing the number of input direction changes.

Table 5.14: Optimized Gains for Number of Input Crossings

Gain o 6 By Bp By o p oy M
Motor ESO | 0.19 049 138 2459 81.02 077 033 3203 008 4323 0.8
Brake ESO | 042 0.17 157 2182 3697 033 068 37.19 081 3588 084

5.6.10 Multiobjective Results

The optimizer has demonstrated validity in optimizing various single objective cases,
however, one has the option to choose a solution that best represents their unique
application from the population set at the end of the optimization. Consider five members
of the resulting population and their respective fitness values for each objective as shown
in Table 5.15:

If the device was to be used in the context of human-machine interaction, specifically
robot-assisted rehabilitation, there may be a number of deterrents when selecting the
appropriate control strategy. For example, there may be a very specific torque goal in mind
to ensure that the patient does not experience overexertion or perhaps the device is destined
to be mobile and, therefore, battery operated. In this case, the most significant objectives
to optimize are the tracking error, control effort, and percent overshoot. If these were the
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Table 5.15: Multiobjective Fitness Values for 5 Members

Member | E; U; P, t ts Urnax s ty Na
1 0.8678 0.0281 30.8697 0.1740 0.8920 0.1045 0.0076 0.1480 5
2 0.9615 0.1370 0.581 0.1680 1.2220 0.2141 0.0659 0.1440 7
3 1.1783 0.0259 1.237 0.7940 1.0140 0.0942 0.0092 0.1860 5§
4 8.3227 0.6353 122.8093 0.1500 6.5020 0.4812 236.4768 0.1320 65
5 0.9098 0.0307 34.0216 0.1700 0.8820 0.1204 0.0068 0.1460 5
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Figure 5.18: Experimental results for the multiobjective rehabilitation application, as
selected by the designer.

specifications for the controller design, the three candidate solutions could be Members 1,
2, 3, and 5 of the population from Table 5.15, as each of them have reasonable values for
minimizing the three objectives in question. Member 4 may be discarded, as it is dominated
by every other solution with respect to the significant objectives. Furthermore, Members 1
and 5 have a percent overshoot that could be considered unreasonably high for the design
specifications and, therefore, could be discarded as well. The remaining members, 2 and
3, have relatively similar values for the tracking error E; and the percent overshoot P,,
but vary significantly in control effort U;. The designer may also choose to select the
gains optimized from Member 3 as it has the lowest control effort, compromising slightly
on tracking error and percent overshoot compared to Member 2. The results of Member
2 with optimized gains from Table 5.16 from the final population set is demonstrated in
Fig. 5.18. This example demonstrates the importance of multiobjective optimization in the
process of selecting controller gains for specific applications, where the designer can view
the trade-offs between various solutions. The ability to gauge the overall performance of
a controller provides a means of tailoring the controller based on the specifications of the

application.
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Table 5.16: Optimized Gains for Multiobjective Problem

Gain o 6 By Bp By o p oy A
Motor ESO | 0.30 002 159 2598 40.23 073 021 3891 0.71 4400 0.82
Brake ESO | 0.36 0.16 148 2232 3830 0.2 081 3683 069 4201 093

5.7 Conclusions

The most difficult portion of active disturbance rejection control is the tuning of the system
parameters. Presented in this chapter was the implementation of the RPD-NSGA-II from
[155] to optimize the parameters required for ADRC on a multi-input SEA. By using a
multi-objective optimization technique coupled with a simulation, the parameters required
to achieve the desired performance for a physical system were determined. The RPD-
NSGA-II routine proved capable of handling this multi-objective optimization problem to
provide the end user with a set of dominating solutions such that the designer is able to
choose gain values based on the objectives most suitable for their applications. In order
to choose gains that are favourable to multiple objectives, the designer could evaluate
the set of fitness values for each member of the resulting population and determine how
they want to bias their controller. The relative trade-offs between the objectives becomes
apparent and, therefore, the designer can select the set of gains that is best suited for their
applications. There are a wide number of applications for an ADRC optimization method.
Since active disturbance rejection control is a favourable alternative to PID, the controller
can be used in a multitude of plants ranging from robotic actuators used in medical devices

to autonomous vehicles and industrial automation.
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Chapter 6

Conclusions and Recommendations for
Future Work

6.1 Conclusions

As part of a larger goal in developing devices to be used in home-based musculoskeletal
rehabilitation, this thesis provided a foundation for the design of the actuation method
for such devices through the introduction of the differentially-clutched series elastic
actuator. Intelligent rehabilitation devices offer the outstanding advantage of convenience
to traditional clinic-based rehabilitation methods. This thesis proposed the novel series
elastic actuator as a new method for actuators to be used in applications regarding physical
human-machine interaction. Beginning with the design of the actuator, a multimodal
topology was invented to accommodate the multiple phases of rehabilitation. The actuator
was then fabricated in-house and experimentally validated for a basic controller. Once
the actuator was proven to be viable, a multi-input robust controller bearing the form of
an active disturbance rejection controller was derived, implemented, and experimentally
validated. The robust controller for the DC-SEA was then optimized for various
desirable control objectives in elastic actuators, providing a metric for designers to choose
performance metrics that are tailored to their specific applications. Therefore, this thesis
covers all aspects of designing actuators to be used in robot-assisted rehabilitation.

In order to create a device tailored for musculoskeletal rehabilitation, the first step was
to evaluate the patient. By starting with the evaluation of the constrained and unconstrained
workspaces of individuals experiencing upper-limb musculoskeletal disorders, one can
begin to determine the optimal structure of a device to be used with the actuator

proposed; creating a unified device intended for safe human-machine interaction. Each
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Figure 6.1: Conceptual devices for upper-limb rehabilitation

individual experiencing an MSD is unique and, therefore, it is difficult to create devices
that can encapsulate the scope of all upper-limb disorders. Luckily, recent advances
in 3D printing technology have provided the opportunity to create inexpensive, fully
customizable mechanical systems formed to each patient’s specific needs. These devices
typically have one or more actuation methods including, but not limited to, electric
motors, pneumatic actuators, hydraulic actuators, controllable brakes, and clutches. Fig 6.1
demonstrates a set of conceptual devices that could be used for upper-limb rehabilitation
and powered by a single modular actuator such as the one presented in this thesis. In
addition to the actuation method, the devices must encompass the ability to be as safe as
possible to reduce the chance of injuring the patient through a combination of hardware
and software solutions. On one hand, hardware solutions come in the form of series
elasticity [47,71, 163, 164], compliant and/or flexible material [165-167], and push button
killswitches. These solutions are physically implemented and cannot be changed without
adapting the hardware. On the other hand, software solutions make use of sensors such as
cameras, infrared sensors, motion sensors, laser rangefinders, and force/torque sensors to
determine whether or not a human is operating near a robot [168, 169]. There are a number
of challenges associated with these devices, most of which stem from the design of the
devices themselves.

The next step in the design of devices to be used in home-based rehabilitation draws
from a common issue regarding safety in human-machine interaction as a whole. Safety
in robotic and assistive systems, especially those tailored to physical interactions with
humans, require careful attention to every detail about how energy is delivered to the
patient, as well as provide information about the magnitude of applied torques, as well
as the range of motion and speed. Safety must be held pinnacle in every step of the design

96



process, from choosing the actuation methods to the material used in the kinematic chain.
In this regard, the basis and the most important component of devices to be used for HMI
stems from the actuator. The actuator controls the motion of the device, as well as the forces
experienced by the operator. Actuators designed for the purpose of rehabilitation should
encompass the ability to perform the various stages of rehabilitation exercises. It must also
provide active assistance when a patient is unable to complete a required movement on
their own and passive resistance to strengthen joints as the patient progresses throughout
their rehabilitation regime. In addition to these requirements, the ideal actuator should
encapsulate a means of providing feedback to use in robust controllers. The differentially-
clutched series elastic actuator proposed in this thesis is a novel actuator specifically
designed for this branch of applications.

Chapter 3 introduced a proof-of-concept differentially-clutched series elastic actuator.
This multimodal actuator was developed to facilitate the three stages of musculoskeletal
rehabilitation, while ensuring that the energy in the system can always be controlled,
independent of the current states of the actuator. The differentially-clutched series elastic
actuator is a unified approach to resourcefully encapsulate multiple actuator goals with a
single device. The elastic actuator containing the differential gearbox, magnetic particle
brake, geared DC motor, and the concentric torsion spring can be used in a variety of
topologies for differing applications without mechanical intervention. The actuator is safe
and stable, making it suitable for applications in human-machine interaction.

A simple PID controller to the elastic actuator was initially implemented to validate the
relationship between the measured spring deflection and torque experienced at the output
shaft. It was found that the output torque was proportional to the spring deflection with
sufficient accuracy, resulting in the ability to perform deflection control as a substitution
for torque control. The addition of the elastic element provided a method of measuring the
torque experienced by the user; a process that would otherwise would require an expensive
torque sensor.

One issue that is introduced in hybrid devices comes in the form of nonlinearities.
Nonlinearities involved in the DC-SEA came in multiple forms, through magnetic
hysteresis to gear backlash. Therefore, mitigation strategies were required to accurately
perform deflection control of the multi-input actuator. Two nonlinear controllers were
proposed in Chapter 4 to handle them. Since elastic actuators depend on accurate
angular displacement measurements, a backlash estimation algorithm was implemented
and experimentally validated along with an active disturbance rejection controller. Active
disturbance rejection controllers have been gaining traction as an alternative to PID

controllers as they provide a means of compensating for nonlinearities. ADRC combine
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deviances from a proportional linearization to a total disturbance term using extended state
observers. In this thesis, both single-input and multi-input backlash-compensated ADRCs
were developed and proven to outperform classical controllers for a reference torque
profile. They are ideal for use in human-machine collaboration, as the interactions with
a human are not predictable. Furthermore, ADRC is error based and, therefore, the exact
model of the plant does not necessarily need to be known. One pitfall of the controllers is
choosing optimal controller gains for multi-input systems, as the number of tunable gains
increases drastically with the number of extended state observers implemented.

Multiobjective optimization explored in Chapter 5 was tasked with determining optimal
ADRC gains for the multi-input DC-SEA for nine independent control objectives. The
objectives were the tracking error, control effort, percent overshoot, rise time, settling
time, maximum input value, steady-state error, disengagement time, and the number of
input direction changes. A model of the actuator was simulated with the RPD-NSGA-II
evolutionary algorithm 300,000 times over 500 generations to obtain a population with
diverse fitness values pertaining to each objective. The resulting controller gains were
then implemented experimentally to demonstrate the performance of the optimizer and the
multi-input controller.

The results obtained in this thesis determined that multimodal elastic actuators would
be a favourable choice of actuation methods for applications regarding human-machine
interaction. When elastic actuators are coupled with robust controllers, the range of
applications are wide. Elastic actuators provide the advantages of introducing mechanical
compliance, as well as a methodology for inferring the torque experienced at the output.
Both of which are requirements for stable, safe, human-machine interaction.

In this thesis, the optimal trajectory planning based on the kinematic model determined
in Chapter 2 can be used to minimize the effects of involuntary joint movements. This can
be used as a tool for clinicians and device designers, as the clinician may select a path that
minimizes discomfort or highlights subtle movements outside of the constrained workspace
to administer rehabilitation. This is equivalent to selecting a position and orientation of the
arm less prone to the effects of spasms or discomfort, or by intentionally trying to increase
a patient’s range of motion. Lastly, as an insight into the structure of an unknown cost
function of a specific individual, one may analyze the path followed by the hand through
the inverse kinematic model, compute the joint angles, and in doing so may be able to
define an approximate cost function to be implemented in robotic rehabilitation and/or
assistance. The insight provided by the model can also be used to develop rehabilitative
devices tailored around the unique needs of a patient. Depending on the patient, the optimal

kinematic structure of the rehabilitation device similar to those presented in Fig. 6.1 can
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be determined. The total range of motion, both constrained and unconstrained, can be
used as a tool in the design of a device created to interact with a patient. Depending on a
professional physical therapist’s recommendations, the device may be designed to follow a

trajectory that provides an optimum rehabilitative effort to target joints.

6.2 Recommendations and Future Work

Further development in the area of designing rehabilitation devices, as well as actuators

tasked with interacting with humans, could consist of:

e Developing a method for better relating input current of magnetic brakes to its output
torque profile. Compensating for magnetic hysteresis was absolutely necessary,
which acts as a deterrent for the many advantages of the passive actuator. This would
provide a better measure of determining the input to apply to the controllable brake

to obtain a desired output torque.

e Designing a robust concentric torsion spring with a linear range aimed around the
intended torque profiles of the actuator. The design of the compact concentric torsion
spring was a difficult endeavor and undoubtedly an entire design problem on its
own. The elastic element must be designed to be robust, linear, have both sides
easily accessible for displacement measurements, and maintain concentricity and
bidirectionality. Ideally, elastic elements would also contain the ability to vary its
spring constant, where the stiffness could increase for applications requiring large

torques.

e Creating a more compact version of the actuator to be used in robot-aided
rehabilitation devices. The devices can then undergo a series of vigorous user trials,
where the validity of the rehabilitation devices is evaluated in a controlled setting.
The devices could then eventually branch off to long distance teleoperation schemes,
where two people distanced from one another can physically interact through the

devices, an ideal scenario for teleoperated robot-assisted rehabilitation.

e A natural next step would be to create devices similar to those shown in Fig. 6.1. The
figure demonstrates conceptual topologies for devices that could be used for robot-
assisted upper-limb rehabilitation, where the design could be tailored for the unique

needs and range of motion of a patient.
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Appendix

ADRC Algorithm

The three extended state observers can be determined from the equalities: ¥; =

ns

X] = 6, and X% = 6;. The systems of equations for the subsystems are structured as follows:

Motor subsystem:

=1 _ =l
X1 =X

By = — % =Ry 4 E5 4+ D (1) + fult,0)V,,
=1

=5
Brake subsystem:
4
=5
Pl Jukcx1 4 Sy JYkM 2+ Ju(2bd+bh)fJSJ(4bd+4bh*bu) 22 +JskM;Juks 3
+Js(4bd+bu)J u(bs+2bd)x3 +D*(t) + fo1(t,®)V,,
-7
Spring subsystem:
(
X? = x%
B = Wtk Ly Jokuy2 | Johotbu) 2du@baby) i3 | Jphu=4phstluks 3
+Ju(bs+2bd)+fl}(bu 4bs 4bb)x§ +D3(1) + fia(t,0)V
Y =5

\

o))

2)

3)

where J = 4J,J, — J,,J — J,Jp. This can be converted to three extended state variables, each

with their own total disturbance terms Xé. The new system of equations become:

Motor subsystem:

(
21 _ ol
X =X

iz_x3_‘_‘]m 1V

yh=1,

sl ksl byl ks 23 1

# = —hal = Bl bR 4D o) + (flr,©) - e ) v,
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The linear approximation of the input function in this case is f,,(¢,0) = %. Therefore,

b = 1]( Ilg Similarly for the brake subsystem:

~

2 _
ye = x17
5

= 2 4, 4
x:%:‘]b‘l]kv-xl—*_]?kuxl—’_ (bd+bb) JSJ( bg+4bp— bu) 2+Jsku Jukv 1

(4b4-+b)—Ju(bs+2b 4,
2t ) bt d)ngrDz(f)ﬂL(fbl(f@)—Kh(ing”)Vb

The linear approximation of the input function in this case is f51(¢,0) = W

Therefore, b* = M Finally for the spring subsystem:

Yo ©)

Xé _ (4 JJM)kY Iy kau + (4bd+bu)JJu(2bd+bb)x% 4 kau—4J},ks+J,,ks x,;,
Ju(bs+2by) +Jp(by—4bs—4b KiJ,
4 Julbst2bq) z}(u s b)x3+D3() (sz(f Q)+ hu)v

\

The linear approximation of the input function in this case is f»(f,®) = — I;”bjj‘ Therefore,
b3 = — v The three extended state observers for the actuator are defined by:

RyJ
Motor subsystem:

X1 =%~ Bg181 (6, O, 65, Bt 9 (1))

)?é % ﬁ02g2(6m76b76379bk7 H6))+b' (1)u! 7
3 = —PBy383 (6, b, 65, Opi, 3" (1))

5 =2l

\

where ﬁ&j, Jj = 1,2,3 are observer proportional coefficients selected by the designer.

g{ , j = 1,2,3 are observer error functions. The error function suggested from Han [135]
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provide nonlinear observer error functions as:

81(6m, 05, 65, 61,3 (1)) = (] —x1) = (6 + o) — 1)
23 (6n, 0, 65, 01, 9' (1)) = fal (3] —x{, 0 ,h) = fal(%] —x1,0.5, )
83(6m, 05, 65, 641, 9' (1)) = fal(%] —x1,04,h) = fal(%] —x1,0.25,h)

where the fal function is defined in Equation (4.25). Similarly the brake and spring

subsystems, respectively, are:

/

X%—Xz B01g1(9m79b79S79bk7 (t)>
X% = X3 — ,Bozgz(ema O, QS: ebkay (t)) +Z)2(t)u2
22 = —B83(6m, Oy, 65, Opt, 57(1))

=4

81 (6, 65, 65, 051, 57(1)) = (£ —x3) = (6, — 6,)

83 (6, 05, 65, 04, 32 (1)) = fal(£] —x7, 0f ,h) = fal(%] —27,0.5,h)
83 (6, 65, 65, 01, (1)) = fal (8] — x7, 05, h) = fal(£] —x7,0.25,h)

25 =253 — Bg181(6m, O, 65, Ok, (1))

5 =33 — B2 (0m, Oy, 05, Opi, 3 (1)) + B3 (1)1

23 = — 383 (6m. O, 65, Ok, (1))

P = 23

83 (B, 65, 65, O, 9 (1)) = (£ —x3) = (65 + Opie) — 65)

23 (O, Op, 05, 041, 9 (1)) = fal(£3 —x3, 0 h) = fal(£5 —x3,0.5,h)
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<

\

Input Contribution

The total overall control law for the system can be described as follows:

28 3
uq(t)=—<pq (% Py p2 3(22 T 3(l23 p) ®)

where u,(t) is the overall control input to the plant, ¢ = 1 relates to the motor voltage and
q = 2 relates to the brake input voltage, pﬁ], i = 1,2,3 are proportional input contribution
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gains, and ! 1 1 =1,2,3 are the proposed input contribution for each of the three nonlinear
feedback combiners. Depending on the type of feedback combiner chosen, the overall

control law could be described as any of the following equations:

I (B + Bp) — O) + KL (8 — B,) — £L(0)
uy(t) = py— 2 :

1'91
2 k3 (6, — ) + K3 (6, — 0,) — £3(1)
Py B2
K((6,— 6 0, +k39—9
+p2 1 (05— Opi) — )b3 ( ) — £ (1) ©)
(K fal((Bn+ Bpk) — O, vl h) + k) fal(By — 6,73 h)) — 2 (2)
uCI(t)_pq 7
bl
> (K3 fal(6, — 0y, v2,h) + k3 fal(8, — 0y, 73, h)) — (1)
q B2
s (3 fal((6s— Op) — 65,73, 1) + k3 fal —b,,75,h)) —%(t)
P 73 (10)
| —fhan((6,, + Opi) — O, (9 — O, 7}, hY) — £1(2)
MCI(t):pq [_91
N ) —fhan(8, — 8, (8, — 6),73,1}) — (1)
Pq b2
— fhan((8s — B) — 65, (6, — 6y),13,13) —£3(¢

The first and second equations above relate to combined linear and nonlinear PD
controllers, respectively. Note that the three equations above are suggested, however, many

possible control laws exist.
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ADRC Optimization Gains

Table 1: Optimizable Gains: Active Disturbance Rejection Controller

Gain Description Bounds [min max]

Transient Profile Generator Gains

ré Transient profile aggressiveness factor i [0, 1000]
hg Transient profile precision coefficient i [0,1]
Observer Gains for Dual Integral Plants
61 Observer i proportional gain 1 [0, 10]
2 Observer i proportional gain 2 [1,1000]
93 Observer i proportional gain 3 [1,10000]
oy Observer 1 nonlinear convergence rate 1 [0,1]
o, Observer 1 nonlinear convergence rate 2 [0,1]
. Input Aggregation Gains (ith Input, jth NFC)
p! Contribution gain for input / from the jth NFC [0,1]
PD Controller
ki Proportional error gain for subsystem i [0, 10000]
kS Derivative error gain for subsystem i [0, 10000]
Nonlinear PD Controller
ki Proportional error gain for subsystem i [0, 10000]
K Derivative error gain for subsystem i [0, 10000]
y{ Feedback combiner i nonlinear convergence rate 1 [0, 1]
% Feedback combiner i nonlinear convergence rate 2 [0, 1]
Nonlinear Controller
ri Aggressiveness factor for subsystem i [0, 100]
h Precision coefficient for subsystem i [0,1]
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Simulation Output

Generation 500: Best Results

— Simulated Spring Deflection
""""" Reference Deflection

Best E,

[rad]

o
o
@

Control Input Spring Deflection

Best Uy

— Simulated Motor Voltage
— Simulated Brake Voltage

Best P,

Time [s]

Best ¢,

20 0 Time [s] 20

Best uyaz

VL A

=0
0.05
Time [s] 0
Best ¢,
o
C N
SE0 N/
& N/
E NS
& 1
a 0.05
s
320
=]
&
S -0.05
&)
0 Time [s] 20 0
Best egg

—

[r;d]

(V]

Control Input Spring Deflection
un

=4
o
]

Time [s]

Best t4

Time [s] 20

Best Na

Time [s] 0

Time [s]

20 0 Time [s] 20

Figure 2: Best performing objectives after 500 generations.
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